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Abstract

This paper introduces the concept of calibration estimators to Statistical Regression Estimation and
proposes a multivariate calibration regression (M-REG) estimator of population mean in stratified random
sampling. It develops a new approach to variance estimation that is more efficient in estimating
populations with multiple auxiliary variables using the principle of analysis of variance (ANOVA). The
relative performance of the new variance estimation method with respect to the estimation of variance of
the proposed M-REG estimator is compared empirically with a corresponding global variance estimation
method. Analysis and evaluation presented, proved the dominance of the suggested new approach to
variance estimation.

Keywords: Analysis of variance; calibration estimation, efficiency; optimality conditions, stratified random
sampling; variance estimation.

Mathematics Subject Classification: 62D05; 62G05; 62H12

1 Introduction

The concept of calibration estimator was introduced by [1] in survey sampling. Calibration estimation is a
method that uses auxiliary variable(s) to adjust the original design weights to improve the precision of
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survey estimates of population or subpopulation parameters. The calibration weights are chosen to minimize
a given distance measure (or loss function) and these weights satisfy the constraints related auxiliary variable
information. Calibration estimation has been studied by many survey Statisticians. A few key references are
[2-21].

The large sample approximation (LASAP) method has been the most dominant approach to variance
estimation in survey sampling. However, it has been observed that this approach always depends on certain
optimality conditions that need to be satisfied to guarantee a better and efficient estimator. Again, it is well
established in sample surveys that incorporate auxiliary information, that the precision of survey estimates is
always improved when multiple auxiliary information are available. Keeping this in view, this paper
introduces calibration weightings to statistical regression estimation, develops a new variance estimation
method that is more efficient for estimating populations with multiple auxiliary variables using the
principle of analysis of variance (ANOVA) and proposes a multivariate calibration regression estimator of
population mean in stratified random sampling. The efficiency of the proposed variance estimation method
is compared with the conventional large sample approximation (LAS4P) method.

2 The Suggested Multivariate Calibration Regression (M-REG)
Estimator

The calibration estimator for the stratified random sampling is defined by [22] as given by:

T = ) Wy, ()
h=1

where W), is the calibration weights which minimizes given calibration constraints.
Motivated by [22], this paper introduces a multivariate calibration regression (M-REG) estimator in stratified
random sampling as given by

H
7 (MREG) = " pi7i @
h=1

with the new weights ¢}, called the multivariate calibration weights. The multivariate calibration weights ¢},
are chosen such that a chi-square-type loss functions of the form:

H
(o — Wn)?

L(¢;'MGJ = VVth

3)

h=1

is minimized while satisfying the calibration constraints

H H
Z ‘P;jm = Z W, X, €))
h=1 h=1

H H
> 0% = ) WK, ®)
h=1 h=1
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H H
Z ‘Pfjsh = Z W, X3 (6)
h=1 h=1

So that

H H

((P - Wy)? .o -

A=) 2, Z Vi — Z Wik ) =222 ) 0ifn = D Wi,
h=1 Wth h=1 h=1

H
—243 (Z PrXsn — Z Wh)?3> @)
h=1

h=1

Minimizing the chi-square-type loss functions (3) subject to the calibration constraints [(4),(5), (6)] gives the
multivariate calibration weights for stratified random sampling as:

On = Wi + W Qp (A1 X1y + 2, X5, + 23X31) ®

Substituting (8) into [(4),(5), (6)] respectively gives the following system of equations as:

Hi1 M1z H13][A Hio
Hiz  Haz2 Hz3]|A] = |H20 €©)]
Hiz M3 H33llA H3o
Where
Ha1 = Ty WnQnXiy Moz = Th=1 WhQnX3n Has = Xh=1 WnQn X3y
Hi2 = 25:1 WhQn Xujzn Hiz = 25:1 WthXmeh Haz = 2%:1 WhQn XZhX3h
Hio = 21}3=1 Wi, (Xy — X1p) Hao = Zg=1 Wi, (X; — Xop) Hzo = 21}3=1 Wy, (X3 — X3p,)
Solving the system of equations in (9) for 1s gives
1= (Ua3ti23 — Hi2M33) (Uazlizo — Hazt10) — (Mastlzz — Hi2M23) (Ma2tz0 — Haakio)
! (Hfz — Ha1t22) (a3t — Maz233) — (Uaztaz — Hiatz3) (Hi2kis — Hi1H23)
1= (1323 — Hi2M33) (Uaztio — Hi1Mz20) — (Maatiz — Ha123) (Hi3tao — Haz2M30)
2 (Hfz — H11t22) (Ha3tzs — Maz233) — (Uaztaz — Hiakz3) (Hi2kis — Hi1H23)
T = (32 = ta1b22) (Wastizo = Hazltze) = (B1sbaz — tazbtzs) (faztio = B11kizo)
3 (ﬂfz — Hy1tz2) (Wistzs — Pazls3) — (Uazban — Hizkz3) (Hiztys — Hi1kz3)
Substituting (8) in (2) gives
Fi(MREG) = > Wy + ) WaQn aXun + Moo + 25X ] (10)

h=1 h=1

By substituting the As in (10) and setting Q,, = 1 gives the proposed multivariate calibration regression (M-
REG) estimator of population mean in stratified random sampling as given by:

Vse(MREG) = Yo + B1itio + Bakzo + B3 tao 1y
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Where
_ b12[b14(byyb33 — b3) + bya(bizbys — biabys) + b3s(bizbys — bishyy)]
! (b122 - bllbzz)(b13b23 - b122 - (b13b22 - b12b23)(b12b13 - b11b23)
_ b12[b14(b13bys — biybsy3) + bay(by1bsz — bi3) + bsy(bipbiz — bygbys)]
z (b%;, = b11b23)(by3bys — biy) — (bizbzy — biyby3)(biybysz — byqby3)
_ b13[b14(b13byy — biyby3) + byg(bipbyz — bygbys) + bsy(by1byy — b))
3 (b122 - b11b22)(b13b23 - bfz) - (b13b22 - b12b23)(b12b13 - b11bz3)
Where

by, = Zg=1 WhX:lzh by, = 21}3=1 W Xzzh bs; = 21}3=1 W X’a?h
by, = 25:1 W, thXZh byz = Zg=1 WhX1hX3h bys = 22’:1 Wh XZhX3h
by, = Zg=1 Wth}_’h bys = Zg=1 WhXZhJ_’h by, = Zg=1 WhXShyh

3 Estimation of Variance for the Proposed Estimator

This section attempts to derive the estimator of variance of the proposed multivariate calibration regression
(M-REG) estimator under the large sample approximation (LASAP) method and the suggested analysis of
variance (ANOVA) method as discuss in sections 4.1 and 4.2 respectively.

3.1 Large sample approximation (LASAP) method

Let define the following equations

(I Tn (X=X (X=X (X5 =X
Chy = Y, 1€hx1 = X—1 18hx2 = X—z 1 €hx3 = X—3

where ¥, and ¥}, denote respectively, the sample stratum mean and population stratum mean of the study
variable Y while X;;, and X; denote respectively, the population stratum mean and population mean of the ith
auxiliary variable X;.

So that
Y= Yh(l + ehy)ﬂ)?lh =X1(1 = epy1), Xon = Xo(1 — epx2), X3p = X3(1 — epy3)
E(eizly) = Vth%y' E(ey1) = YnCixr E(eiy2) = VrCiivas E(€fy3) = YnCixs
E(ehyehxl) = thhyChxliE(ehyehxz) = thhyCth'E(ehyehad) = YhChyChas
E(enx1€nx2) = YnChx1Chxz, E (€nx1€n3) = YnChx1Cnxs,
E(enx2€nx3) = YnChx2Chas

Expressing (11) in terms of the e’s gives

H
yst(MREG) — Y = Z Wh[Yhehy + BiXienys + BoXolnyz + /J)3X3ehx3] (12)
h=1
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Squaring both sides of (12) gives

H
[T (MREG) ~ V12 = " WE [Tef + B Keefua + BinK3eua + BinKichua
h=1

+27h.81h)?1_eh_yehx1 + ZYhﬁZhXZehye_hx_Z + 2V, B3nXsenyenys
+2B1nBanX1Xznx1€nx2 + 2B1nB3nX1X3€nx1€n13
+2B21 B30 X2 X3€nx2€n0x3] (13)

Taking expectation of both sides of (13) gives
H
VI (MREG)] = > Wiy, [T2CR, + B2 X2 Cl + B X3 Chis
=1
+2Y, B17X1Pnyx1ChyChx1 + 2YnBonX2Pnyx2Chy Crxz + 2Yn B3nX3Pnyx3Chy Chxs

+2B11B2nX1X2Pnx1x2 Crx1 Crxz + 2B1nB3n X1 X3Pnx1x3 Cnx1 Crxs
+2B21B3nX2X3Pnx2x3Chxz Chasl (14)

3.1.1 Optimality condition

This section deduced the optimality conditions that would guarantee optimum performance of the estimator
on satisfaction. Setting

OV[ye(MREG)] _ ~ OVIy&(MREG)] _ ~  OVIV&(MREG)] _

3B, ’ 9B, 0P

respectively, gives the following system of equations

Xfcﬁxl X1 X2Pnx1x2Chx1Chxz - X1X3Pnx1x3Chixt Cacs [,31;1]

X1 XoPne122Ch1Crxz - X5Ciixz X2 X3Pnx2x3Crx2Cras | | Pan

X1X3Bh£1x3 Chx1Chxs  X2X3Pnx2x3Chx2Crxs  X3Chys Pan
thlphyxl Chy Chxl

= - Yh)?zphyxz ChyChxz (15)
Yh)?3phyx3 Chy Chx3

Solving the system of equations in (15) gives

YhChy [phx1x3 + phyxlphxsz + phxlxzphyxz - phx1x3phx2x3phyx3

ﬁ1h - ~Phx1x2Phyx3 — p;zyxl] _ _ (16)
X1 Crx1[1 + 2Pnx1x2Pnx1x3Phx2x3 = Phxixz — Phxixs — Phxaxl
Yh Chy [pﬁx1x3phyx2 + phx2x3phyx3 + phxlxzphyxl_ phyxz
_ “Phx1x2Phx1x3Phyx3 ~ phx1x3phx2x3phyx1]
ﬁzn v 2 2 2 (17)
)_(2 Chxz [1 + zphxlxzphx1x3phx2x3 ~ Phxixz ~ Phx1x3 — phx2x3]
YhChy [pizlexzphyx3 + phx1x3phyx3 + phx2x3phyx2 - phx1x3phyx2
ﬁgh _ “Phx2x3Phyx1 — phny] (18)

X3 Chx3 [1 + thxlxzphx1x3phx2x3 - pizlexz - pi21x1x3 - pi21x2x3]

Substituting [(16), (17), (18)] in (15), the resulting (optimum) estimator of variance of ¥;,(MREG) is given
by:
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Vopt [75e(MREG)] = SH_y wiyn V7 Ciy [1 + By + B3, + B3y + 20py,1Bin
+20nyx2B2n + 2Pnyx3Ban + 2Pnx1x2B1nB2an + 20nx1x3B1rB3n
2Phx2x3B2nBan] (19)

Where

[phxle + phyxlphx2x3 + phxlxzphyxz - phx1x3phx2x3phyx3

“Phx1x2Phyx3 — phyxl]

Buin =113 = PZivs — Prores — Plrara]
Phx1x2Pnx1x3Pnx2x3 ~ Phx1x2 ~ Phx1x3 — Phx2x3
[p2 + + —

phxlxsphyxz phx2x3phyx3 phxlxzphyxl phyxz
B, = “Phx1x2Phx1x3Phyx3 — phx1x3phx2x3phyx1]
2h — 2 2 2
[1 + zphxlxzphx1x3phx2x3 ~ Phxixz ~ Phx1x3 — phx2x3]
[ 2 + + —
phxlxzphyx3 phx1x3phyx3 phx2x3phyx2 phx1x3phyx2
_ ~Phx2x3Phyx1 — phyx3]
B3y =

2 2 2
[1 + 2Pnx1x2Pnx1x3Phx2x3 — Phxixz — Phxixz — Phxzx3)

3.2 Analysis of variance (ANOVA) method

In this section, the estimator of variance of the proposed multivariate calibration regression (M-REG)
estimator is derived by the analysis of variance (ANOVA) approach.

Let the corrected sum of products be defined by
H
Sij = Z(Xih - Xi)()?jh - Xj), i,j=12,..m
h=1

So that
SOi = Zg:l(yh - Y)(th - Xl) ) i = 1,2, e m
where m denotes the number of auxiliary variables

Let the sum of square regression (SSR) be defined by
m
Sor = ) BiSor 20)
i=1

where ; = CijSo; and C;; is the reciprocal of S;;.

Let the sum of square residual be defined by:

H

So0 = ) Wi = TV 1)

h=1
where wy, are the calibration weights minimizing the Chi-square loss function
H
Wy — W,)?
LWy, W) = u (22)
£ W,
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Subject to calibration constraint defined by

H m H m
DD Wisu= ) > Wik,
h=1i=1 h=1i=1

So that

Setting

A,
ow;
Wy = Wy + IW,QpSo;

Substituting (24) in (23) gives

_ The1 Xita Wi (X5, — Soi)
h=1 21 WnQnS§;

9

Substituting (25) in (24) gives

H m

* 7 WhQnSoi
Wy = Wh+ZZWh(XiZh_SOi) s WL 52
h=1i=1 h=1&i=1 th 0i

Setting the calibration tuning parameter Q, = S;;* and substituting in (21) gives

m 2 m -
So0 = i W2 — )2 (ZH: > w, th) (ZH: > Wi,
h=1 ‘ '

h=1i=1 h=1i=1

The variance of y;:(MREG) given X;, X,, X5 is estimated by:

Sm

V[y;:(MREG)] = n—m+D

(23)

(24)

(25)

(26)

@7)

(28)

where Sy is the sum of squares of error, n — (m + 1) is the degree of freedom associated with the error, n is

the set of measurements and m is the number of auxiliary variables.

Table 1. ANOVA Table

Source DF SS MS F-Ratio
Factor m O %y BiSoi ¥ BiSeiln — (m + 1]
Z BisSot m Soo(m)
i=1
Error n-m-1 Soo Soo -
n—m-—1
Total n—1 — —

m
Soo + Z BiSoi
i=1
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4 Empirical Study

To judge the relative performances of the proposed ANOVA approach to variance estimation [with respect to
the estimation of variance of the proposed (M-REG) estimator] over the LASAP approach, the data set in
table 2 was considered. The MSE of the proposed multivariate calibration regression (M-REG) estimator
under the LASAP Method and the ANOVA Method of variance estimation are given in Table 4.

4.1 Isaki (1983) multivariate regression estimator

The multivariate regression estimator in stratified random sampling established by [23] is given by

H
S]%IR = S;h + Z Bih(SJEih - SJ%ih.) (29)
h=1

with variance estimator given by:

V(S2r) = V(SZ) + ZH_1BA V(S&n) — 2 X4 BinCov(S2,, SZn)
+ Z BBy Cov(SZin, SEin) (30)
i#j

4.2 The percent relative efficiency (PRE)

The percent relative efficiency (PRE) of an estimator 6 with respect to the [23] multivariate regression
estimator (S’,E,R) in stratified sampling is defined by

. 46
PRE(6,8%z) = ‘E(’;’;) x 100 (31)
Table 2. Data statistics
Parameter Stratum 1 Stratum 2 Stratum 3 Stratum 4
Ny, 10 9 26 7
ny 3 2 5 2
Wy, 0.300 0.2222 0.1923 0.2857
Xin 11.90 10.38 12.120 11.98
Xon 9.880 8.120 9.860 9.740
Xan 10.75 10.80 9.780 10.84
¥, 15.72 14.84 13.46 16.32
Chy 1.062 0.986 1.208 1.023
Chx1 1.234 1.306 1.032 0.926
Chx2 1.165 0.946 1.010 1.062
Chxs 1.246 0.864 1.026 0.926
Phyx1 0.940 0.900 0.840 0.890
Phyx2 0.820 0.860 0.920 0.780
Phyx3 0.923 0.968 0.842 0.956
Dhxix2 0.860 0.800 0.760 0.840
Phx1x3 0.910 0.942 0.864 0.760
Phx2x3 0.840 0.860 0.780 0.920
Mean X, =11.04 X, =9.04 X; =10.20 Y =1262
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2.8732 2.7144 0.0136, C;; —=7.1279 79074 1.1984

3.2252 28732 0.225 6.7394 —7.1279 —-1.1369
0.225 0.0136 1.2485 —1.1369 1.1984 0.9928

5.586 X 45285
Soi =|(3.8404), fin =(—3.3943
5.0522 3.2674
Vopt [V (MREG)] = 513.0802

V(SZp) = 826.4326

Table 3. ANOVA Table

Source DF SS MS F-Ratio
Factor 3 28.7683 9.5894 0.0626
Error 8 1,226.3428 153.2928 -
Total 11 — — -

Table 4. MSE and PREs of the proposed estimator under the LASAP and ANOVA methods

S/No Estimator MSE PREs

1. SAZ,IR 826.4326 100

2. Vst (MREG) ANOVA Method 153.2928 539.1202
3. Vst (MREG) LASAP Method 513.0802 161.0728

6 Discussion of Results

Numerical results for the percent relative efficiency (PREs) in table 4 reveals that the proposed ANOVA
approach to variance estimation with respect to the estimator of variance of the proposed M-REG estimator
has 439 percent gains in efficiency while the LASAP approach to variance estimation with respect to the
estimator of variance of the proposed M-REG estimator has 61 percent gains in efficiency; this shows that
the proposed ANOVA approach to variance estimation is 378 percent more efficient than the conventional
LASAP method of variance estimation. This means that in using our proposed ANOVA approach to variance
estimation with respect to the estimator of variance of the proposed M-REG estimator, one will have 378
percent efficiency gain over the conventional LASAP method of variance estimation. Also the proposed
multivariate calibration regression (M-REG) estimator is more efficient than the [23] multivariate regression
estimator ($Z5).

7 Conclusion

Sequel to the discussion of results above, it is concluded that the proposed ANOVA approach to variance
estimation fares better than the conventional LAS4P method of variance estimation. The new approach to
variance estimation is very efficient in estimating populations with multiple auxiliary variables.

Therefore, the new approach to variance estimation is very attractive to survey researchers as it gives
consistent and more precise estimates of the population parameters.
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