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Abstract

We consider the transient state single server machineargade problem with additional server for long

queues undeN-policy vacations. There ar® operating machines with two repairmen. The fjrst
repairman is always available for serving the failed rimashbut go on a single vacation when there|are
no failed machines in the system. The second repairsnalvays on vacation but only comes back from
vacation to attend to broken down machines if there are rnanear equal ttN broken down machine in
gueue in the systenN{policy vacations). Otherwise he goes for another vacatiba.number of servers
available for service in this system is two. Thevier discipline is first in first out (FIFO). The
Chapman-Kolmogorov differential equations obtained for the modeloliged through ODE45 in
MATLAB. The transient probabilities obtained for the mbale used to compute the expected number of
failed machines€E[F], expected number of operating machBg)], expected length of vacation the
servers ha€&[V], the machine availability at time (M. A.(t)) and variance of the number of broken
down machines?(t) for the systems. We investigate the effect of CPuetand different parameters on
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the availability of the machine for the single server maehiterference problem with additional senr
for long queues. We found that with the same serviceudtglure ratel and vacations length, as the
number of failed machines that trigger repairman 2 in yis&em increases the variance is less than pne.
This is caused by the additional repairman. The additi@pdirman reduces the waiting time of failed

machines in the system.

Keywords: Machine interference problem; MATLAB; N-poliagations.
1 Introduction

Yue et al. [1] studied the machine repair vacation mod#i warm spares and two repairmen. The first
repairman is always available for serving the failadsuwhile the second repairman leaves for a vacation of
random length when the number of failed units is less khdrhe second repairman returns from vacation if
there areN or more failed units accumulated in the systeMrpglicy); otherwise he goes for another
vacation. Some performance measures for the queueing aneligti®lity of the system were obtained by
them. Furthermore, they developed a cost model to determimptineumN while the system availability is
maintained at a certain level.

In similar note Yue et al. [2] considered the machine intenfez problem consisting of warm spares and
two heterogeneous repairmen. One repairman is always ldeailaile the other repairman can proceed on
vacation of random length when the failed units are lessNhanfixed number. Steady state measures of
performance of the system were obtained and a cost maegelsed to determine the optimum valudl.of
recursive method was used to obtain the steady stateiresas performance while a heuristic method was
adopted for the optimization problem to determiihe

Also Sharma [3] studied the machine interference problemistorg ofM operating machines witBspare
machines (cold standby or warm standby or hot standbyinemhandR servers. The machines have two
failure modes and the servers are unreliable, i.e. theysabjected to fail or breaks down. Sharma [3]
developed the Chapman-Kolmogorov steady state equatioibtaining the probability of failed machines
in the system and proposed that a recursive method carthéousbtain the results wh&r 1 and that the
solution will require a computer program fer> 1. Sharma [3] gave no indication of the behaviour of the
results or the organization of the computer programrr&ad3] studied machine repairable system with
spares and two repairmen. One repairman is always blaflar serving the failed machine while the other
server is always on vacations when the queue length ishkesN.tThis type of vacation is called ‘the partial
server vacation’. At the end of vacation period the secepaimman comes back from vacation if thereNre
or more failed machines in the systerhpolicy vacation, otherwise he goes for another vacatiba.steady
state measures of performance were derived and used to peoposeedure for obtaining optimil The
system studied by Sharma [3] is similar to systemgevhdditional servers are provided for long queues.

In another facet Maheshwari and Ali [4] studied a machépair problem with warm and cold spares,
balking and reneging. In the system, thereRymermanent repairmen additional removable repairmeM,
regular machinesslwarm standby machines aB@cold standby machines. The system works with at least
m operating units where but for normal functionigm units are required. If a regular machine failssit i
replaced by a cold standby machine if available; etlser it is replaced by a warm standby machine. The
additional repairmen are engaged when the number of failed maébimmre thaiR. The recursive method
was used to obtain steady state measures of performfaost minimization procedure was used to obtain
the optimal number of spares and repairmen. Other authorstticiéd additional servers are Al-Seedy and
Al-Ibraheem [5], Jain et al. [6].

Also Jain and Kumar [7] studied the machine repair proldensisting of two heterogeneous servers and
mixed spares (warn and cold). Their two repairmen can go oatiwa using two different N policies.
Further, the two repairmen are used under different condifi@iled machines are immediately replaced by
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spare machines (either a cold or a warm spare). A bl-lsontrol policy was used to introduce the servers
into the system. They applied Recursive method to derbaglgtstate measures of performance.

Jain et al. [8] studied multi-component machine repair magledisting of two heterogenous server (primary
and secondary). The failure of operating and standby umiysaocur individually or due to some common
cause. The primary server may fail partially followiing failure whereas secondary server faces complete
failure only. The life times of servers and operatingidtey units and their repair times is exponential
distribution. They use the successive over relaxation (SORpitpe to obtain the steady state queue size
distribution of the number of failed machines in the system.

Recently Ojobor [9] considered transient solution of machiteefarence problem with an unreliable server
under multiple vacations policy. Their server is linf#e, that is when the server is active it can break
down. Anytime the server breaks down it is immediatelyiredaThe server goes on multiple vacations.

Our work can be compared to the works of Yue et al. [1] da&drSa [3]. These articles assumed that their
repairman 1 is always available for serving the faitethines. But here we assume that repairman 1 can go
on vacation when there are no failed machines in the sygtm.Yue et al. [1] and Sharma [3] only
compute the optimunN in their steady state results for the system. Bué ex shall use transient state
probabilities to compute the expected number of failed macthieesxpected number of operating machines
and the machine availability in the system.

2 Mathematical Formulations

We shall follow the treatment given by Yue et al. [1]

We describe the state of the system at epdnhtwo variables namely: The number of failed machiime
the system and the server rate. We assume that repalrraad 2 can go on vacation when there are no
failed machines in the system.

2.1 Assumptions and notation

Throughout this section, we shall adopt the following agdioms and notation:

(i) Let the state of the system at epodie denoted b{i, n); i=0, 1, 2; 0<n<M; wherei is the state of
the repairmen, and is the number of failed machines in the systéfrthe number of operating
machines in the system. WherD, both repairman 1 and repairman 2 are on vacation, sien
repairman 1 is active, serving failed machines whipairenan 2 is on vacation and whier2 both
repairmen are active.

(i) The machines fail or arrive for service according tsgan distribution with raté, wheren is the
number of failed machine.

(iii) The failed machines are serviced (repaired) according to expandistribution with ratgs; and
M2, Wherey, is the service rate of repairman 1 gngdis the service rate of repairman 2.

(iv) When there are no failed machines queueing for service thierseggo on vacations of random
length. The vacation length is exponentially distributechvparameterg, and 6,, where 6, is
vacation length for repairman 1 aéglis the vacation length of repairman 2.

(v) The activation of the repairman 2 depends on the activefitre repairman 1. That is repairman 2
is active if and only if the repairman 1 is active.

(vi) The number of break down machines in the system is finite.

Consequently, the notations used are listed as follow:

M: number of operating machines
N: number of failed machines that trigger repairman 2
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Ay Failure rate of the operating machine
My Service rate of repairman 1
M, Service rate of repairman 2

0:: Vacation length of repairman 1

0,: Vacation length of repairman 2

Py (t): The probability that there arefailed machines in the system when repairmen 1 aneé 2rar
vacation at time

P, »(1): The probability that there arefailed machines in the system when repairman 1 is asgigng
failed machines at time

P, ,(t): The probability that there arefailed machines in the system when both repairmen aneeac
serving failed machines at tinhe

Let N (1) be the number of exact failed machines in the systdimat, andY (t) the server state at tintge
where

0 repairmen 1 and 2 are on vacation at time ¢t
Y(t) = 1 only repairman 1 is active at time ¢
2 repairmen 1 and 2 are active at time ¢

The bivariate process(t), N(t): t = 0} is a continuous time
Markov process on a state space
s={0,n):n=012,..,Nlu{(1,n):n=012,..,M}u{(2,n):n=N,N+1,..,M}.

We define the probabilities of the server state at tirfax a certain number of exact failed machines as
follow:

Py (t) = prob{Y(t) = 0,N(t) = n}
Py, (t) = prob{Y(t) = 1,N(t) = n}
P, (t) = prob{Y(t) = 2,N(t) = n}

2.2 Transient probability under N-policy vacation

Using elementary probability argument we shall derive trabhgieobability for the system und&kpolicy
vacation. We derive the number of broken down machinesiéos\tstem between 1 aNe?2.

The probability that there are no broken down machines when ther $gron vacations in the intervd| [
t+h] is obtained as follows: consider the state of theesydtetweert andt+h, the first possibility is that at
epocht the servers are on single vacation, no failed machineeaard no service completion during the
intervalt andt+h. This has probabilityP, o (t)[1 — 6, h][1 — 6,h]

The second possibility is that at epdatepairman 1 is on single vacation, one failed machineeadiving
the intervalt andt+h. This has probability, o (t)[1 — NAyh]

The third possibility is that at epodhrepairman 1 is active; one failed machine is servicedhdutie
intervalt andt+h. This has probability P; ;(t)[u,h].

HencePy,o(t + h) = Py o([[1 — NAohl[1 — 6,h][1 — 6,h]] + Py 1 () [, 1]
From which we obtain

Poo(t) = —(6; + 6, + N2Ag)Pyo(0) + M Py (8) @h)



Ojobor and Omosigho; BJMCS, 17(1): 1-15, 2016; é\etino.BIMCS.24515

The probability that there arefailed machines when the servers are on vacationimtérval {, t+h] is
obtained as follows: Consider the state of the sy$tetweent andt+h, the first possibility is that at epoth
the servers are on single vacation witfailed machine and no service completion during theiaté and
t+h. This has probability P, ,(£)[1 — (N — n)3,h|[1 — 6,R]][1 — 6,R].

The second possibility is that at epddhe servers are on single vacation, one failed machiive @nd no
service completion during the interiandt+h. This has probability?, ,_; () [(N — n + 1)3,,_; h].

Hence
Po,n(t + h) = Po,n(t)[l - 91h - (N - n)lnh + Hl(N - n)hz][l - gzh] + PO,n—l(t)[[(N -—n+ 1)ln—1h]]
From which we obtain

Pon(8) = =(01 + 0 + (N = ) 2)Po () + (N =1+ D)2y 1 Po 1 (1) )
1<n<N-2
The probability that there aig-1 failed machines when the server is on vacations imtkeval |, t+h] is
obtained as follows: consider the state of the systtmdent andt+h, the first possibility is that at epoth
the servers are on single vacation Witti failed machines and no service completion during the mltérv
andt+h. This has probability Pyy_;(t)[1 — 6,h][1 — 6,h].

The second possibility is that at epddhe servers are on single vacation, one failed machiive @nd no
service completion during the intervedndt+h. This has probability Py y_,(t)dy_zh.

HencePy y_1(t + h) = Poy_1(£)[1 — 6:h][1 — 6;h] + Py y_2(t)3y_2h
From which we obtain

Pon-1(t) = —(01 + 02)Po y_1(t) + Iy_2Pon—2(t) 3)
The probability that there is no failed machine when the neyaairl is active in the intervat, [t+h] is
obtained as follows: Consider the state of the sy$tetweert andt+h, the first possibility is that at epoth
the repairman 1 is active, no failed machine arrive ancendce completion during the intervebndt+h.

This has probability P; ,(t)[1 — N3h][1 — 6,A].

The second possibility is that at epdchepairman 1 leaves single vacation to active, no failechma
arrive and no service completion during the intetaidt+h. This has probability, ,(t) 6, h.

HenceP, ,(t + h) = Py o(t)[1 — N2h][1 — 6,h] + Py o (t)61h
From which we obtain

Pio(t) = = (6, + NPy o(t) + 6, Py (t) (4)
The probability that there arefailed machines when repairman 1 is active in the intg¢tyah] is obtained
as follows: Consider the state of the system at tiemedt+h, the first possibility is that at epothepairman

1 is active withn failed machine, and repairman 2 is on single vacation aisémae completion during the
intervalt andt+h. This has probability

P (O[1 = [(N =)} ]R](A — i B) (1 — 6,h).



Ojobor and Omosigho; BJMCS, 17(1): 1-15, 2016; é\etino.BIMCS.24515

The second possibility is that at epdalepairman 1 is active, one failed machine arrives,rapdirman 2 is
on single vacation and no service completion during the valtet and t+h. This has

probability Py ,,_; ([N — n + 1]3,_1h(1 — p k).

The third possibility is that at epothrepairman 1 is active, one failed machine is servicetepgirman 1
and repairman 2 is on single vacation during the intéramtit+h. This has probability Py ,.;(¢) W h .

The fourth possibility is that at epot¢hrepairman 1 leaves single vacation to active, nodaiechine
arrive, repairman 2 is on single vacation and no semacepletion during the intervalandt+h. This has

probability Py ,,()[(1 — (N —n)A,h](1 — p, k)6, h.
Hence

Pt +h) =P ,(O[1—[(N—=m)d +py +60;]1h] + Py ([N —n+ 1]3,_1h + Py (Dugh
+ Py, (t)0:h

From which we obtain

P:{,n(t) = Pl,n(t)[_[(N — ), +py + 92]] +Pip 1 (OIN=—n+1]13 g + Py (Opg + Py (06
1<n<N-2 )

The probability that there afd-1 failed machines when repairman 1 is active in the vatdt, t+h] is
obtained as follows: Consider the state of the systeimatttandt+h, the first possibility is that at epoth
repairman 1 is active witN-1 failed machine, repairman 2 is on single vacation and naceezempletion
during the intervatl andt+h. This has probability

Py n—1(®)[1 — (ug)h][1 - 6,h].

The second possibility is that at epdalepairman 1 is active, one failed machine arrives,rapdirman 2 is
on single vacation and no service completion during thervimited and t+h. This has probability

Py n_2(£)dy_2h.

The third possibility is that at epothiepairman 1 leaves single vacation to active Wth failed machine,
repairman 2 is on single vacation and no service compleatiging the intervat and t+h. This has
probability Py y—_1(t)6;h.

Hence

Py (t+h) =Py 1 (O[1 — (u)h][1 = 0,h] + Py y o (O)dy_2h + Pon_1(t)6:h
From which we obtain

Pl n-1(®) = Pyy_ 1 (O[=(y + 0] + Pyy—2 ()32 + Poy_1 ()6, (6)
The number of broken down machines for the system betiWesdM-1 is derived below. The probability
that there aren failed machines when repairman 1 is active in the intdtya+h] is obtained as follows:

consider the state of the system at tinamdt+h, the first possibility is that at epothepairman 1 is active
with n failed machine, no arrival, repairman 2 is on single tacaand no service completion during the

intervalt andt+h. This has probability; , () (1 — 3,h) (1 — p, k).

The second possibility is that at epdatepairman 1 is active, one failed machine arrives, repairtnis on
single vacation and no service completion during the intéevadt+h. This has probability; ,,_; (t)3,_1 h.
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The third possibility is that at epod¢trepairman 1 is active, one failed machine is servipedepairmanl
and repairman 2 is on single vacation during the intéramdl th. This has probabilityP; ,, ., ()i, k.

Hencepl,n(t +h) = Pl,n(t)(l - lnh)(l - th) + Pl,n—l(t)ln—lh + Pl,n+1 (t)lllh-
From which we obtain

Pia(®) = PLa(®[=0n + 1) + Piaca O3y + P (D),  N<n<M-1 (7)
The probability that there ar@l failed machines when repairman 1 is active in the interyakp] is
obtained as follows: consider the state of the sysetmwdent andt+h, the first possibility is that at epoth
repairman 1 is active witM failed machines, repairman 2 is on single vacation, no aaiéno service
completion during the intervalandt+h. This has probability; » (t)[1 — p, h].
The second possibility is that at epdalepairman 1 is active, one failed machine arrives,rapdirman 2 is
on single vacation and no service completion during thervimited and t+h. This has probability
Py pr—1(£)3y—1h.
HenceP, y (t + h) = Py y(©)[1 — (1 )h] + Piy—1 (D) 3y—1h.
From which we obtain

Pl,,M(t) =P u(t) [_(Ul)] + P18y (8)

The probability that there amg failed machines when both repairmen are active inntexval [, t+h] is
obtained as follows: Consider the state of the sy$tetweert andt+h, the first possibility is that at epoch t
repairman 2 is active witN failed machines and no service completion during thervatt andt+h. This

has probability, y (£)[1 — (M — N)3yh][1 — u,h].

The second possibility is that at epochepairman 2 leaves multiple vacations to active Withailed
machines and no service completion during the intéramtit+h. This has probabilityP, , ()8, h.

HenceP, y(t + h) = P,y (D[1 — (1, + (M — N)3y)h] + Py (0)0;h.
From which we obtain
PZ’,N(t) = Pz,N(t)[_(Uz + (M - N)IN)] + 0Py n(t) 9

The probability that there ard failed machines when repairman 2 is active in the intdiya+h] is

obtained as follows: consider the state of the sysetmwdent andt+h, the first possibility is that at epoth
repairman 2 is active with failed machine, no arrival and no service completion duttiegintervalt and

t+h. This has probability, ,(t)[1 — 3,h][1 — (u,)h],

The second possibility is that at epdchepairman 2 is active, one failed machine arrives ramdervice
completion during the intervalandt+h. This has probabilityP, ,,_; () [3,_1 h].

The third possibility is that at epothiepairman 2 is active, one failed machine service duhiedntervalt
andt+h. This has probability?, ,,,, (t)u,h.
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The fourth possibility is that at epothepairman 2 leaves single vacation to active wifhiled machines
and no service completion during the intervahdt+h. This has probability?, ,, (t)8,h.

Hence

Pz,n(t +h) = Pz,n(t) [1->,h][1— (#z)h]+P2,n+1(t)H2h + PZ,n—l(t) [Mn_1h] + Po,n(t)ezh
From which we obtain
Pé,n(t) =Py (O[=Gn + )] + Py i (O [m1 + Popp1 (Dpiz + Py ()6, N+1<n<M-1 (10)
The probability that there arl failed machines when repairman 2 is active in the intetyatp] is
obtained as follows: Consider the state of the syftetweent andt+h, the first possibility is that at epoth
repairman 2 is active with failed machines, no arrival and no service complediarng the intervat and

t+h. This has probabilityP, ,, (t) (1 — p,h).

The second possibility is that at epdchepairman 2 is active, one failed machine arrives andenaice
completion during the intervalandt+h. This has probabilityP, 5, (t)3y -1 h.

The third possibility is that at epot¢hepairman 2 leaves single vacation to active WMitifiailed machines
and no service completion during the intemvahdt+h. This has probability P, 4, (t) 6, h.

HenceP, y (t + k) = Py () (1 — pzh) + Py -1 (€)Iy—1h + Poy (t) 020
From which we obtain
Py (8) = Py () [=(u)] + Popg—1(O)3y_q1 + Py ()6, (11)

For the single server machine interference problem wadltiitional server for long queue the number of
equations to be solved isN-2M.

where

The state transition diagram for the single serverhinacinterference problem with additional server for
long queue is given in Fig. 1.

3 Numerical Solutions

To determine the transient state results from the equsatiemn use MATLAB programming language
(version 7.5.0) to generate time dependent probabilitiefiéosystem under study.

Equations (1)-(11) representing the single server madhieeference problem with additional server for
long queues undeN policy vacations are readily solved using the ODE45 (Rutwgea algorithm for
solving ordinary differential equations) in MATLAB programmgilanguage.



Ojobor and Omosigho; BIMCS, 17(1): 1-15, 2016; detino.BIJIMCS.24515

L

.

r;
.,

000K

o

Hi

[

.\\

Fig. 1. The state transition diagram for the single server machine interference problem with additional
server for long queue

The transient probabilities
P(iny; wherei =0,1,2and 0 <n < M for the system are computed for each timdhe system starts
empty withP o) =1 andP(;,) =0foralli=0,1,2andn =0,1,2,..,M as initial conditions. We take
various values ofM and consider the effect of different parameterg:, 6, and6, on the machine
availability in the system.
The expected number of failed machines in the systemmat i

E(F(t)) =N nPy,(t) + Yot nP () + Y-y nP, (1)
The expected number of operating machines at time t is

E(o®))=M-E(F@®))
Expected vacations the servers haB[ig] (t) = Y=o 1P »(t).

The machine availability at timteg(M. A. (t))is given by the expressidil. A. (t) = 1 — w

Variance: The variance of the number of broken down machines andutmder of operating machines is
calculated by using the expression.
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M M M

2 — 2 2 2 _ 2
o?(t) = Zn Pon () + Zn Pya(t) + Zn Pyn(®) — [ECF(©)))]
where
M M M
E(E@) = ) 1Pon ()4 ) nPyu(®) + ) nPy()
n=0 n=0 n=1

Tables 1-2 shows the transient results for the MATLA®gram for different values dfl. We run the
model for sufficient time, after some time the successive values of the expected number of failed and
working machines no longer varies, this means that #msignt results are close to the steady state results.
This is shown in Table 1.

Table 1. Some perfor mance measuresfor different values of t and N when 1=0.15, M, =11, =12,
01 = 1,02 = 2, M:lo

t N=3 N=4
E(0) E(F) M.A. E(0) E(F) M.A.

0 10.000 0.0000 1.0000 10.0000 0.0000 1.0000
1 6.8618 3.1382 0.6862 6.9481 3.0519 0.6948
2 6.1483 3.8517 0.6148 5.9387 4.0613 0.5939
3 6.2542 3.7458 0.6254 5.6993 4.3007 0.5699
4 6.6737 3.3263 0.6674 5.8382 4.1618 0.5838
5 7.1859 2.8141 0.7186 6.1376 3.8624 0.6138
6 7.6631 2.3369 0.7663 6.4862 3.5138 0.6486
7 8.0434 1.9566 0.8043 6.8265 3.1735 0.6827
8 8.3151 1.6849 0.8315 7.1324 2.8676 0.7132
9 8.4958 1.5042 0.8496 7.3945 2.6055 0.7394
10 8.6104 1.3896 0.8610 7.6129 2.3871 0.7613
11 8.6810 1.3190 0.8681 7.7913 2.2087 0.7791
12 8.7237 1.2763 0.8724 7.9354 2.0646 0.7935
13 8.7493 1.2507 0.8749 8.0504 1.9496 0.8050
14 8.7645 1.2355 0.8764 8.1417 1.8583 0.8142
15 8.7735 1.2265 0.8774 8.2138 1.7862 0.8214
16 8.7788 1.2212 0.8779 8.2706 1.7294 0.8271
17 8.7820 1.2180 0.8782 8.3151 1.6849 0.8315
18 8.7839 1.2161 0.8784 8.3500 1.6500 0.8350
19 8.7849 1.2151 0.8785 8.3772 1.6228 0.8377
20 8.7856 1.2144 0.8786 8.3985 1.6015 0.8398
Var 0.8718 0.9765
CPU time 3.2173 secs 3.1628 secs

4 Discussion

Tables 1-2 show some performance measures for differergsvaft andN. In Tables 1 and 2, we vary the
values ofN from 3 to 6 for fix values of=0.15,y, = 1.1, p, = 1.2, 6, = 1,0, = 2, M=10. We found that
the number of failed machinékthat trigger repairman 2 affects the number of failegtimmes, the number
of operating machine and the machine availability. We folwad as the number of failed machines that
trigger repairman 2 decreases the expected number dtiojgemachines increases. While the expected
number of failed machines decreases. Also with decregaske number of failed machine that trigger
repairman 2, the machine availability increases. We falgnd that as the number of failed machines that
trigger repairman 2 decreases the CPU time to run theithlgoincreases. This is true because as the

10
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number of failed machines that trigger repairman 2 decraasesumber of equation to be solved also
increases.

For the single server machine interference problerh witditional server for long queues under n policy
vacations there are I9+2M equations in the system, we also observe that foll $hesayM=50, the CPU
time is less than 20 seconds (Table 3). The actual CPU thwsved for different number of machine in
the system for the single server machine interferermglgm with additional server for long queues under n
policy vacations is inputted into linear regression in EX(&ckage to compute the predicted CPU time for
the system. We found that the predicted:

Table 2. Some perfor mance measuresfor different values of t and N when 1=0.15, M, =11y, =12,
6,=1,0, =2, M=10

t N=5 N=6

E(0) E(F) M.A. E(0) E(F) M.A.
0 10.000 0.0000 1.0000 10.0000 0 .0000 1.0000
1 8.4395 1.5605 0.8440 8.4395 1.5605 0.8440
2 8.4300 1.5700 0.8430 8.4300 1.5700 0.8430
3 8.4297 1.5703 0.8430 8.4297 1.5703 0.8430
4 8.4297 1.5703 0.8430 8.4297 1.5703 0.8430
5 8.4297 1.5703 0.8430 8.4297 1.5703 0.8430
6 8.4297 1.5703 0.8430 8.4297 1.5703 0.8430
7 8.4286 1.5714 0.8429 8.4286 1.5714 0.8429
8 8.3920 1.6080 0.8392 8.3920 1.6080 0.8392
9 8.5701 1.4299 0.8570 8.5701 1.4299 0.8570
10 7.9329 2.0671 0.7933 7.9329 2.0671 0.7933
11 6.6607 3.3393 0.6661 6.6607 3.3393 0.6661
12 7.2354 2.7646 0.7235 7.2354 2.7646 0.7235
13 7.1103 2.8897 0.7110 7.1103 2.8897 0.7110
14 7.0411 2.9589 0.7041 7.0411 2.9589 0.7041
15 7.0537 2.9463 0.7054 7.0537 2.9463 0.7054
16 7.0515 2.9485 0.7051 7.0515 2.9485 0.7051
17 7.0519 2.9481 0.7052 7.0519 2.9481 0.7052
18 7.0518 2.9482 0.7052 7.0518 2.9482 0.7052
19 7.0518 2.9482 0.7052 7.0518 2.9482 0.7052
20 7.0518 2.9482 0.7052 7.0518 2.9482 0.7052
Var 0.5600 0.5600
CPUtime 2.7124 sec 2.5087 sec

CPU time = a + bM where a and b are constants and M is the number of machines. We observe that
the predicted CPU time is an indication of the actual GRid.tWe also observe that the CPU time to solve
this model is higher than that of Ojobor [7]. This is causgedhe number of failed machines that trigger
repairman 2 in the system. The number of equations to bedsbére is also higher than that of Ojobor [7].

Table 3. Effect of M and N on the machine availability and CPU timefor sufficient value of t for the
singlevacation policy. 2=0.15,p =1.1,0, = 1,60, = 2.

N=4, M=10 N=8,M=20 __ N=12, M=30 N=16, M=40 __ N=20, M=50
E(F) 1.6015 2.5789 2.4450 2.3722 2.3253
E() 8.3985 17.4211 27.5550 37.6278 47.6747
E(V) 0.9340 0.0000 0.0000 0.0000 0.0000
M.A. 0.8398 0.8711 0.9185 0.9407 0.9535
VAR(E(0)) 0.9765 0.2344 0.1394 0.1160 0.1418
CPU time (secs)  2.8780 4.1113 8.2357 10.6943 28.55
Predicted 1.7128 5.1038 8.4948 11.8858 15.2768

Time (secs

11
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The following are the findings from our work:

0] In Tables 1-2 we obtained various value for the expectedbeurof failed and operating
machines and the machine availability for different valull efith respect td. We found that as
the number of failed machinds that trigger repairman 2 decreases the expected number of
operating machine increases. While expected number of fadehine decreases.

(i)  We also found that as the number of failed machines tiggetrirepairman 2 decreases the CPU
time to run the algorithm increases. This is true becagsthe number of failed machines that
trigger repairman 2 decreases the number of equationssel also increases.

(i)  We found out in Table 3 that with the same serviceafailure ratel and vacations length as
the number of operating machine and the number of failethimes that trigger repairman 2 in
the system increases the variance is less than onesTddased by the additional repairman. The
additional repairman reduces the waiting time of faile¢hines in the system.

(iv)  We found also that the CPU time to solve this model is higfeer that of Ojobor [7]. This is
caused by the number of failed machines that trigger repaizgnrathe system and the number of
equations to be solved.

(v)  We found that most research work on machine interfergmoblem till date focused mainly on
the average number of operating and failed machines in thevsyistethis work, apart from
finding the average number of failed and operating machinesalso find the variance of the
number of failed machines in the system. Haque and Arms{20@y/) stated that ‘a system
manager might prefer a service policy that provide smaNerage number of operational
machines if it is able to provide those machines moresistently’. Knowing the variance will
help system managers to apply a particular service policg given queueing system. The
variance and standard deviation are shown in Tables 1-2 aboteefaingle server machine
interference problem with additional server for longer queue

(vi) Fig. 2 shows the effect of failure rate of operating Im@& on the expected number of failed
machines in the system. We found that as the failure afatgperating machine increases the
expected number of failed machines increases.

(vii) We also found that the additional server reduces the exgpacmber of failed machines thereby
reducing the waiting time of failed machines. This carctmpared to the earlier two models
considered in this thesis.

(viii) Fig. 3 below shows the effect of failure rate of oiagamachines on the expected number of
operating units in the system. We found that the rate ahwiachines fail and are serviced
affect the expected number of failed and operating machirtee system.

(ix) Figs. 4 and 5 below show the effect of service rate onepected number of failed and
operating machines in the system. We found that as thecseraie increases the expected
number of operating machines increases. Also asettwice rate decreases the expected number
of failed machines increases.

3.5

25F

BExpected number of failed machine
N

Fig. 2. Effect of failurerate of machines on the expected number of failed machinesin the system at
timetwhen 8, = 3,0, =4,u, =1.1,u, = 1.2,N=6, M=10
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Fig. 3. Effect of failurerate of machines on the expected number of operating machinesin the system
at timetwhen 6, = 3,0, = 4,0, =1.1,pu,=12, N=6, M=10

In Figs. 2 and 3, we observe that when we run the model éet@eand 1 there is no variation in the
expected number of failed and operating machines in the sygtandifferent failure rate, but as the model
is run from 1 to 20 the expected number of operating mashimeeases with increase in the failure rate
(Fig. 3). In a similar manner with decrease in théufa rate the expected number of failed machines
decreases (Fig. 2).

In like manners Figs. 4 and 5 show the effect of sendte of broken down machines on the expected
number of failed and operating machines in the systetimatt, we observe that when we run the model
between 0 and 1 there is no variation in the expected nurhEsled and operating machines in the system
with different service rate, but as we run the model fiora 20 the expected number of operating machines
increases with increase in service rate (Fig. 3).dimdlar manner with decrease in service rate the eggect
number of failed machines increases (Fig. 2).

351

al

25t

Bectedurrioer of faledrrecHire

o 2 4 & E] 10 12 14 16 18 20
t

Fig. 4. Effect of servicerate of failed machines on the expected number of failed machinesin the
system at timetwhen 6, = 3,0, = 4,41 = 0.3, N=6, M=10

10

Expacted number of operating machine

Fig. 5. Effect of service rate of failed machines on the expected number of operating machinesin the
system at timetwhen 68, = 3,0, = 4, 1 = 0.3, N=6, M=10
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Expected number of failed mackire

0 é e‘l é é 10 1‘2 1‘4 1‘6 1‘8 26
Fig. 6. The effect of vacation length of server on expected number of failed machinesin the system at
timetwhen u, = 1.1,u4, =1.2,, 4 = 0.3, N=6, M=10

10

95

Expecled number of operating machie

6'50 ‘2 :1 IIS é 1‘0 2 14 16 18 20
Fig. 7. The effect of vacation length of server on the expected number of operating machinesin the
system at timetwhen u, = 1.1,u, = 1.2,, 1 = 0.3, N=6, M=10

Fig. 7 shows the effect of vacation length of server onettpected number of operating machines in the
system.

Figs. 6 and 7 shows the effect of vacation length on the expratebler of failed and operating machine in
the system. We found out that as vacation length increasextyected number of operating machine
increases. While as vacation length decreases the egpegmber of failed machines in the system also
increases.

5 Conclusion

In conclusion, we developed a single server machine interiengmmblem with additional server for long
gueues undeN policy vacations. The single server was always availél attending to broken down
machines, but go on vacation when there are no broken dowrnnesiciihe additional server is always on
vacation but only come back from vacation to attend to broksvn machines if there were more than or
equal toN broken down machines in queue in the systirpdlicy vacation). Otherwise he goes for another
vacation. We assumed that our repairmen 1 and 2 could go aiowadde obtained various values for the
expected number of failed, the expected number operatindharmdachine availability for differet value of
N with respect td. We found that as the number of failed machiNebat triggers repairman 2 decreased
the expected number of operating machine increased. Wipigeted number of failed machines decreased.

We also found that as the number of failed machines thgens repairman 2 decreased the CPU time to run
the algorithm increased. This is true because as the nushifailed machines that triggers repairman 2
decreased the number of equations to be solved alsagex.
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