
Measurement Science and
Technology

     

PAPER • OPEN ACCESS

Calibration of the dual-mode auto-calibrating
resistance thermometer with few-parts-per-million
uncertainty
To cite this article: D Drung et al 2022 Meas. Sci. Technol. 33 015008

 

View the article online for updates and enhancements.

You may also like
Model of Double Asteroid Redirection Test
Impact Ejecta Plume Observations
Andrew F. Cheng, S. D. Raducan, Eugene
G. Fahnestock et al.

-

Effects of Impact and Target Parameters
on the Results of a Kinetic Impactor:
Predictions for the Double Asteroid
Redirection Test (DART) Mission
Angela M. Stickle, Mallory E. DeCoster,
Christoph Burger et al.

-

Spacecraft Geometry Effects on Kinetic
Impactor Missions
J. Michael Owen, Mallory E. DeCoster,
Dawn M. Graninger et al.

-

This content was downloaded from IP address 202.8.112.17 on 17/06/2023 at 10:07

https://doi.org/10.1088/1361-6501/ac2c48
/article/10.3847/PSJ/ac66e9
/article/10.3847/PSJ/ac66e9
/article/10.3847/PSJ/ac91cc
/article/10.3847/PSJ/ac91cc
/article/10.3847/PSJ/ac91cc
/article/10.3847/PSJ/ac91cc
/article/10.3847/PSJ/ac8932
/article/10.3847/PSJ/ac8932


Measurement Science and Technology

Meas. Sci. Technol. 33 (2022) 015008 (13pp) https://doi.org/10.1088/1361-6501/ac2c48

Calibration of the dual-mode
auto-calibrating resistance thermometer
with few-parts-per-million uncertainty

D Drung1, M Kraus1,2 and C Krause1,∗

1 Physikalisch-Technische Bundesanstalt (PTB), Abbestraße 2-12, 10587 Berlin, Germany
2 Physikalisch-Technische Bundesanstalt (PTB), Bundesallee 100, 38116 Braunschweig, Germany

E-mail: christian.krause@ptb.de

Received 7 July 2021, revised 19 August 2021
Accepted for publication 1 October 2021
Published 21 October 2021

Abstract
The dual-mode auto-calibrating resistance thermometer (DART) has recently been proposed for
highly accurate temperature measurement based on noise thermometry. In this paper, it is
demonstrated that calibration and operation of the DART at part-per-million (ppm) level should
be possible with the hardware developed. For this purpose, we have extensively tested a
representative signal path comprising the basic DART components. This includes a low-noise
amplifier connected to a 24-bit Σ∆ ADC and a metrology-grade voltage reference. A Josephson
arbitrary waveform synthesizer (JAWS) generates a pseudo-noise consisting of low-distortion
multitones superimposed on a low-frequency square-wave reference voltage. Using this signal,
a fast and efficient calibration scheme for the signal path gain is demonstrated. The reference
voltage stabilizes the gain at ppm level. We observed gain fluctuations within ±2µVV−1 over a
period of 19 d, a temperature coefficient of −0.5µVV−1K−1, and insignificant nonlinearity
within an uncertainty band of ±2µVV−1 for rms input levels between 5µV and 80µV. The
behavior of the signal path with a 300Ω resistor as a noise source was also investigated. From
the observed stability of the voltage reference and flatness of the noise gain between 10 kHz and
225 kHz, we estimate that the presented hardware components are suitable for temperature
measurements with systematic uncertainties well below 10µKK−1.

Keywords: analog-to-digital conversion, dither, gain calibration, Josephson voltage standard,
noise thermometry, nonlinearity, signal synthesis

(Some figures may appear in colour only in the online journal)

1. Introduction

Effective 20 May 2019, the international system of units
(SI) was redefined. It is now based on a set of seven defin-
ing constants, which are assigned to fixed values without
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uncertainty. One of them, the Boltzmann constant k=
1.380649× 10−23 JK−1, defines the thermodynamic temper-
ature T within the new SI [1]. Several methods were applied
to determine k with highest possible accuracy. Noise thermo-
metry, which relates the thermal motion of charge carriers in
a resistance R to a voltage noise density ST = 4kTR, also con-
tributed [2]. The work on the determination of k has led to
substantial progress in the field of noise thermometry [3–7].

As a result of the SI redefinition, noise thermometry
became one of the practical implementations for the realiza-
tion of the kelvin recommended by the Bureau International
des Poids et Mesures (BIPM) [1]. In the past, there have been
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several approaches to establish noise thermometry for prac-
tical temperature measurements [8–10]. More recently, the
dual-mode auto-calibrating resistance thermometer (DART)
was suggested, which combines the primary method of noise
thermometry with the well-established resistance thermo-
metry [11]. It requires a well-shielded sensor with sufficiently
small skin effect and distinct temperature dependence of res-
istance. Highly stable platinum Pt100 or Pt25 elements are
well suited. In contrast to previous approaches, a single DC-
coupled amplifier is used. Its noise is suppressed by sequen-
tial measurements with the temperature sensor connected to
the amplifier or the amplifier input shorted. A low-frequency
square-wave bias current is applied to determine the sensor
resistance. By suitable mathematical analysis of the meas-
ured voltage, the resistance and the spectral noise density are
obtained simultaneously. Due to a very high time and tem-
perature stability, the measurement electronics requires only
infrequent calibrations with electrical quantum standards.

The DART aims for uncertainties clearly below 10 µKK−1

at temperatures above about 0 ◦C. A proof-of-principle exper-
iment with an initial prototype achieved an overall uncer-
tainty of 100 µKK−1 at 23.4 ◦C [11]. Here, the calibration of
the measurement electronics was performed without using a
Josephson arbitrary waveform synthesizer (JAWS) [12]. In the
meantime, we have implemented improved hardware compon-
ents for the DART and concepts for calibration with a JAWS
[13, 14]. In particular, a final prototype of the DART’s basic
signal path was realized, which consists of a low-noise ampli-
fier and a 24-bit Σ∆ analog-to-digital converter (ADC) [15].
This paper reports on the results of a measurement series per-
formed to prove our calibration concepts at part-per-million
(ppm) level and to evaluate the achievable uncertainty with
the developed hardware components. Themeasurement setups
used for this study are described in section 2 together with the
final setup for DART calibration with a JAWS. Section 3 intro-
duces the gain calibration scheme based on a special multi-
tone pseudo-noise signal and a sophisticated signal path model
description. Next, section 4 reports on comprehensive meas-
urements of the signal path gain stability as a function of three
basic parameters: time, temperature, and input signal level.
Finally, a summary and outlook is given in section 5.

2. Measurement setup

In the following three subsections, our basic measurement
components (hardware and software) are presented. We start
with a description of the final DART calibration setup to give a
motivation for the specific test setups developed for this study.

2.1. DART hardware

To reduce the complexity of the instrument and increase ease
of use, the DART is designed to operate without a JAWS.
Instead, a metrological-grade voltage reference followed by
a switch and a high-accuracy 1001:1 voltage divider stabil-
izes the gain of the signal path at ppm level. We selected a

Figure 1. Simplified schematics of (a) DART calibration setup,
(b) test setup with JAWS, and (c) test setup with voltage reference.
Solid frames indicate metal enclosures of sensitive components,
while dashed frames mark the cryogenic parts in liquid helium. All
component values are nominal and quoted in Ω or F. In (a), the
microwave components of the JAWS are omitted for clarity, and the
connection to the front-end electronics includes an amplifier switch
(AS) and a ground switch (GS). The internal ground can optionally
be connected to case or left floating as drawn. The time dependence
of the various signals is shown on the right for the two modes of the
calibration cycle JRN and JN. The pulse pattern generator (PPG) in
(b) is connected to the Josephson junction (JJ) array via DC
blocking capacitors, 50Ω coaxial cables, and a 3 dB attenuator.
Each output terminal of the JJ array is provided with an integrated
microwave low-pass filter (LPF). In (c), the voltage reference is
connected to the amplifier input via a divider with an optional 300Ω
noise resistor. The amplifier housing is connected to earth ground at
the input side.

Zener reference with nominally 7.2 V [16], which is common
in high-end digital voltmeters. The complete analog measure-
ment electronics including signal digitization is integrated into
a compact well-shielded unit, the so-called front-end electron-
ics (for details see [11]). The setup for calibrating the gain of
this unit with a JAWS is depicted in figure 1(a) along with
the schematic time dependence of the relevant signals. The
four input terminals 1 to 4 are connected to the amplifier input
and the reference voltage, respectively, via an amplifier switch
(AS) and ground switch (GS). Note that the AS is included
in all test setups, but is not shown in figures 1(b) and (c) for
clarity.

To improve the linearity of the ADC, a high-frequency
noise dither above the signal bandwidth is applied to its neg-
ative input (cf section 4.3). Further, for enhanced signal level
at the ADC input during noise temperature measurements, the
ADC driver gain is increased by a factor of 5 at high frequen-
cies compared to DC. The onset of this gain boost is charac-
terized by a nominal time constant of 500µs, corresponding
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to a corner frequency of 318.31 Hz. A matched 3-dB cutoff
frequency is realized in the reference voltage divider via a
647 nF capacitor, which forms a first-order low-pass filter
(LPF) together with the divider resistors. This ensures a step
response without overshoot after polarity reversal and sup-
presses high-frequency noise.

The DART calibration involves two modes JRN and JN
schematically depicted on the right side in figure 1(a). In the
first mode, the DART’s reference voltage is set to zero and
the JAWS generates all signals needed (reference voltage and
noise). In the second mode, the reference voltage is provided
by the DART, while the noise is still generated by the JAWS.
Analysis of the spectral noise density and DC levels of the
square-wave voltage plateaus (row ‘data used’) yields calibra-
tion values for the reference voltage VRef and the frequency-
dependent overall gain GCal. This represents an improvement
over the calibration scheme proposed in [11], which requires
two separate JAWS measurements.

To simulate the calibration mode JRN with the avail-
able DART hardware, we developed the test setup shown in
figure 1(b). As in figure 1(a), the JAWS generates a pseudo-
noise superimposed on a square-wave reference voltage with
a peak-to-peak value VJR. Since the DART’s reference voltage
is not required in JRN mode, figure 1(b) represents a good
approximation of the final calibration setup without analog
noise dither. The effect of dither on gain linearity was invest-
igated in this work by using a synthetic noise dither integrated
into the pulse pattern code of the JAWS calibration signal [14].

The amplifier prototype [13] is housed in a solid metal case,
powered by an uninteruptable battery supply developed for the
ultrastable low-noise current amplifier (ULCA) [17]. For the
ADC, a commercial evaluation board [18] was used, in which
we added a four-pole anti-aliasing filter and high-frequency
gain boost to the differential driver. An external clock was
applied to the ADC to synchronize it with the pulse pattern
generator (PPG) that drives the JAWS (omitted in figure 1 for
clarity). To avoid ground loops, the PPG clock is optically isol-
ated from the ADC clock. The digitized data is transferred via
a Universal Serial Bus (USB) to a computer running the ana-
lysis software.

The performance of the reference voltage generation
scheme was evaluated with the test setup shown in figure 1(c).
The voltage reference is implemented on a small module board
(40 mm× 9 mm) and designed to provide a split output of
nominally ±3.6 V. It is connected to the amplifier input via a
resistive divider with a built-in LPF, approximately matching
the DART’s nominal parameters. The divider’s voltage ratio
is adapted to the voltage of the reference used, which is about
2 % smaller than nominal. A semiconductor switch alternately
connects the positive or negative output voltage to the divider
input. For synchronization, the switch control input and the
ADC clock are driven by the same function generator, not
shown in figure 1(c) for clarity. The logic signals are optically
isolated against each other to avoid ground loops. The ampli-
fier case is connected to earth ground near the input.

At the divider output, a square-wave reference voltage with
a nominal peak-to-peak value VRef = 7.2 mV is available. To
simplify the test setup, the divider is realized with only a few

resistors, in contrast to the final hardware comprising 67 high-
precision divider resistors for highest accuracy [11]. Since we
were not able to superimpose an analog noise dither or a JAWS
signal to the reference voltage, we chose a relatively high
divider resistance to increase the thermal noise of the divider
and obtain a small dither effect. Except for these limitations,
the setup in figure 1(c) corresponds to mode JN in figure 1(a).
An optional noise resistor of 300Ω was also implemented in
the divider to simulate noise temperature measurements with
the DART. This allowed us to verify whether the noise gain
after JAWS calibration is sufficiently flat over frequency to
achieve ppm level accuracy with the hardware developed.

2.2. JAWS system

Our JAWS system involves two major components, a PPG at
room temperature and a Josephson junction (JJ) array in liquid
helium at 4.2 K. As shown in figure 1(b), they are linked via
a microwave transmission line including DC blocking capa-
citors, 50Ω coaxial cables, and a 3 dB attenuator. The PPG
is clocked at 4.472GHz. It applies a ternary pulse bias with
positive and negative return-to-zero current pulses to the JJ
array, which consists of 6000 superconductor-normal metal-
superconductor junctions in series terminated by a 50Ω on-
chip resistor [19]. The JJs, each having a critical current of
1.8 mA and a normal state resistance of 3.2 mΩ, are embed-
ded in the inner conductor of a coplanar wave-guide.

The signal output of the JAWS is equipped with two integ-
rated microwave LPFs and a 51Ω surface-mount termination
resistor. It is connected to the input of the signal path through
a coaxial cable inside the cryoprobe and a RG58 coaxial cable
at room temperature with approximate lengths of 0.85 m and
0.7 m, respectively. The setup used in this work is similar to
that of previous measurements. It provides optimal shielding
and effectively mitigates systematic amplitude deviations that
occur in a JAWS at higher signal frequencies (see [14, 20] for
more details).

The ternary pulse pattern codes are calculated with the con-
ventional method using a second-order Σ∆ modulator [21].
The maximum length of the pulse code and hence the max-
imum duration of the synthesized signal is limited by the
memory of the PPG. For our setup and the chosen clock fre-
quency, a maximum of 229/4.472 GHz≈ 120 ms is obtained.
In contrast to previous investigations, we now use the built-in
pulse repetition feature of our PPG to double the maximum
duration to about 240 ms. Before the measurements, the posit-
ive and negative pulse-bias amplitudes of the PPG are adjusted
to ensure ‘quantum locked operation’ of the JJ array, i.e. each
incoming current pulse triggers the transfer of flux quanta. We
occasionally verified this by intentionally varying the pulse
bias amplitudes. Even with modified operating points, the
measurement result did not change within the uncertainty,
indicating very stable and reliable operation of the JAWS.

2.3. Data acquisition

During the measurements, the ADC continuously digitizes
the amplified voltage signal with an output sample rate of
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0.5MSas−1. The binary ADC output data is converted to equi-
valent voltage values assuming a nominal ADC signal range
of ±2.5 V. The data stream is divided into sets correspond-
ing to exactly one full period of the square-wave reference
voltage used (120 ms or 240 ms). Each set starts with the
polarity reversal from negative to positive plateau. For spec-
tral analysis of the measured noise, the positive and negative
plateaus are separated and the initial part of each plateau is
disregarded to suppress settling effects. The remaining plateau
length (50 ms or 100 ms) is chosen to be equal to the period
of the JAWS pseudo noise. It is an integer multiple of the
ADC’s sampling period of 2µs. After subtracting the mean, a
power spectrum is computed using a rectangular window func-
tion. The frequency resolution of the spectrum is equal to the
inverse of the plateau length (20 Hz or 10 Hz). Spectral leak-
age is avoided because ADC and PPG share the same optically
isolated 10MHz reference.

To obtain a manageable file size for long measurements,
we averaged the spectra over a finite integration period (12 s,
unless otherwise noted). In addition, we also stored the mean
time trace averaged over the integration period. Each 25 sub-
sequent points were merged to one, resulting in a time res-
olution of 50µs and reduced noise in the time domain. The
mean ambient temperature during each integration period was
measured with the analog temperature sensor of an ULCA.
A commercial data acquisition card was used for digitiza-
tion. For thermal coupling, the ULCA was placed close to the
DART hardware under test. The described data preprocessing
was implemented into the acquisition software controlling the
hardware components. For maximum flexibility, the final ana-
lysis of the measurement data was performed with a separate
analysis software.

3. Signal path gain calibration

In this section, we first introduce our multitone calibration sig-
nal, followed by a detailed description of the procedure for
calibrating the gain of the signal path with highest accuracy.

3.1. Multitone calibration signal

The multitone signal is tailored for the calibration of the signal
path gain in theADC’s frequency range fromDC to 225 kHz. It
comprises a relatively small number of tones N and exhibits a
relatively high rms value Vrms [13, 14]. All tones have the same
amplitude Vrms/

√
N. They are odd multiples of the pattern

repetition frequency f p, which eliminates the effect of even
harmonics and intermodulation products [22, 23]. The fre-
quency spacing between adjacent tones increases by ∆k∆ fp,
where∆k∆ is an even integer. The tone frequencies are given
by fi = ki fp, where i is an integer ranging from 0 to N− 1 and

ki = k0 + i ·
(
∆k0 +∆k∆

i− 1
2

)
. (1)

Here, ∆k0 specifies the spacing between the lowest tone
f0 = k0 fp and its adjacent f1 = k1 fp. A suitable selection

of parameters results in a ‘low-distortion’ multitone pattern
without harmonics or third-order intermodulation products
coinciding with any of the tones [14]. This also strongly
suppresses the effect of high-order odd harmonic distortion
products. We select tone phases of either 0 or π to further sim-
plify the waveform description. Table 1 summarizes the para-
meters of the multitone signals used in this work. The first row
lists the parameters of the 30-tone calibration signal, while the
second row represents a variant for investigating the effect of
dither on the gain linearity (see section 4.3).

Although the waveforms consist of a limited number of
tones with only two options for the phase, it is still possible to
select a phase distribution that closely approximates a Gaus-
sian amplitude distribution as in thermal noise. This can be
clearly seen in figure 2 showing the calibration signal for
our signal path. The pseudo-noise with N= 30 and Vrms =
87.6 µV, corresponding to a tone amplitude Vrms/

√
N≈

16 µV, is superimposed to a low-frequency square wave with
a peak-to-peak value VJR = 7.2 mV. To illustrate the high-
frequency gain boost by the ADC driver, the rms value of the
pseudo-noise in figure 2 is increased by a factor of 5. Hence,
the depicted noise level approximates the conditions at the
ADC input.

3.2. DC gain determination

The DART calculates the actual DC gain of the signal path
from the peak-to-peak value of the square-wave reference
voltage measured by the ADC compared to the known sig-
nal level at the amplifier input. During normal thermometer
operation or in calibration mode JN, the input-referred peak-
to-peak reference voltage VRef is derived from the Zener refer-
ence via a switch and a resistive divider with built-in LPF. In
contrast, in JRNmode, VRef is set to zero and the JAWS gener-
ates the square-wave reference voltage with matched peak-to-
peak value VJR ≈ VRef. In this case, a low-pass behavior with
a 3-dB cutoff frequency fB/GB (corresponding to a time con-
stant of 500µs) is included in the pulse pattern code to obtain a
step response without overshoot. Note that the filtering is only
applied to the square-wave signal and not to the superimposed
tones.

The output-referred quantity is determined from the voltage
difference V∆ measured between the positive and negat-
ive plateau of the digitized ADC data. To account for non-
negligible settling effects, we fit V∆ to an exponential decay
model

V∆ = c0 + c1 e
−t/c2 . (2)

The fitting parameter c0 represents the fully settled value after
decay of transients. In JRN mode, where the JAWS generates
the reference voltage, it is used to determine the calibration
value for the DC gain

GDC = c0/VJR . (3)

Similarly, during normal operation of the DART, the actual
DC gain c0/VRef is derived from the Zener voltage reference

4



Meas. Sci. Technol. 33 (2022) 015008 D Drung et al

Table 1. Parameters of the low-distortion multitone waveforms used in this paper. The signal frequency range from DC to 225 kHz is
covered by NA tones. The waveform with N= 47 tones includes a high-frequency noise dither with ND = 19 tones above 225 kHz. The right
column shows the selected tone phases in ascending tone order.

N NA ND f p (Hz) k0 ∆k0 ∆k∆ Tone phases (n ·π)

30 30 0 20 345 346 2 011110100001000101100100001010
47 28 19 10 751 770 2 00111011101111010110110010110 011111011011110011

Figure 2. JAWS voltage VJ versus time t for a complete period of
the calibration signal. A synthetic noise consisting of 30
low-distortion tones is superimposed on a ±3.6mV square-wave
having finite rise and fall times with a time constant of 500µs. The
amplitude distribution of the noise is shown on the right side with
red Gaussian fits. For illustration of the high-frequency gain boost
by the ADC driver, the rms noise level is increased by a factor of
five compared to the value of 87.6 µV during gain calibration. The
time periods disregarded in the data analysis are marked gray. Red
solid lines indicate the mean values of the plateaus in the range used.

to correct for gain fluctuations. Section 4 compares measure-
ments with and without gain correction. For each of these
measurements, both cases are deduced from the same raw data
set. With gain correction, the reference signal from the JAWS
is used to redetermine the actual DC gain for each integration
period. Otherwise, the data analysis is performed with a fixed
calibration value for the DC gain.

The right term in equation (2) describes the dynamic devi-
ation of the voltage difference from the fully settled value
V∆ − c0. Figure 3 shows the experimental behavior for the
two setups where the reference voltage is generated by the
JAWS (blue trace) or the Zener reference with switch, divider,
and analog LPF (green trace). In both cases, the normal-
ized dynamic deviation reaches ±10 µVV−1 after less than
4 ms, and follows the exponential decay (red lines) after
about 20 ms. For the measurement with JAWS in figure 3,
we obtain a time constant c2 ≈ 24 ms and a normalized
dynamic deviation c0/VJR − 1 ≈ 4.3 µVV−1 extrapolated to
t= 0. The case with voltage reference yields about the same
time constant, but a smaller extrapolated gain deviation of
−1.8 µVV−1.

The observed slow decay cannot be explained by the cir-
cuit design because the associated time constant does not fit
to any filter element in the electronics, nor is there any evid-
ence of thermal effects. We therefore attribute the slow decay

Figure 3. Normalized dynamic deviation V∆/c0 − 1 with JAWS
(blue trace) and with voltage reference (green trace) versus time
after voltage reversal t. For each square-wave period, V∆ represents
the point-by-point voltage difference between the positive and
negative plateaus. The time periods disregarded in the data analysis
are marked gray. Red solid lines show exponential decay model fits,
while red dashed lines represent extrapolations down to t= 0. About
3.8× 105 signal periods were averaged to suppress noise. The case
with JAWS results from the raw data set also used for the data point
with NA = 28 and Vrms,A = 5 µV in figure 9.

to dielectric absorption in four parallel-connected 100 nF
capacitors with ceramic C0G dielectrics [24] used in the ADC
driver to boost the high-frequency gain. For the case with
voltage reference, the effects of the capacitors in the ADC
driver and the voltage reference divider partially cancel out,
leading to a smaller overall effect than with JAWS. Note
that early measurements with JAWS, but without the high-
frequency gain boost, yielded a much better settling. For this
configuration, the extrapolation of the exponential fit to t= 0
remained within about ±1 µVV−1 compared to the value of
4.3 µVV−1 observed for the case with JAWS in figure 3. This
supports our assumption that the settling effects are mainly
caused by the capacitors.

Ideally, the pseudo-noise generated by the JAWS is sup-
pressed in the voltage difference V∆ since the tones in both
plateaus have the same phase with respect to the time of
voltage reversal. We therefore expect the noise level with
JAWS to be smaller than with voltage reference. However,
the blue trace in figure 3 is noisier than the green curve, even
though the same large number of about 3.8× 105 signal peri-
ods were averaged. We attribute this small amount of excess
noise to parasitic effects in the experimental setup, e.g. non-
linearities in the signal path.

The peak-to-peak reference voltage is calculated in [11]
by subtracting the mean values of the positive and negative
plateaus from each other (cf red solid lines in figure 2). For
non-negligible settling effects, the resulting difference ∆m=
mpos −mneg deviates from the correct value c0 obtained with
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the exponential decay model. Integration of equation (2) in the
relevant time interval between t1 and t2 yields

∆m− c0 =
c1 c2
t2 − t1

(
e−t1/c2 − e−t2/c2

)
. (4)

With t1 = 20 ms and t2 = 120 ms in figure 3, we obtain rel-
ative deviations ∆m/c0 − 1 within ±0.5 µVV−1. For the
shorter waveform in figure 2 with t1 = 10 ms and t2 = 60 ms,
the calculated values do not exceed ±1.2 µVV−1. These
small deviations are only relevant for very demanding met-
rological applications of the DART. Furthermore, the differ-
ence between ∆m and c0 is insignificant for the experimental
demonstration of the calibration concept and stability invest-
igations. Therefore, we use ∆m instead of c0 throughout this
paper to simplify the analysis.

3.3. Frequency-dependent gain calibration

The total gain of the signal pathGA is defined in the frequency
domain as the ratio of the signal amplitudes digitized by the
ADC and the known signal amplitudes at the amplifier input.
Figure 4(a) depicts the frequency dependence of the gain in
common double-logarithmic scale. Blue dots indicate meas-
ured values of GA derived from 30 calibration tones, while the
red solid line represents a suitable fit model GCal given by

GCal = GFIR ·GAmp . (5)

The residuals ∆GA/GCal shown in figure 4(b) remain within
±1 µVV−1, where ∆GA = GA −GCal. Model equation (5)
includes two contributions GFIR and GAmp. The first accounts
for the finite impulse response (FIR) filter integrated into
the ADC, while the second considers the analog components
(amplifier and ADC driver). Both contributions are described
later in detail. The parameters in the fitted model represent
calibration values, i.e. the calibrated input-referred voltage is
determined by dividing the digitized raw data from the ADC
by the ‘calibration fit’ GCal obtained with these parameters.
Note that in figure 5 of [11], the calibration fit GCal is denoted
as GA.

The theoretical FIR filter response is plotted in figure 74
of the ADC data sheet [15]. We have digitized the data and
developed an accurate model by combining a cosine function
with suitable polynomial functions. The deviation from unity
gain in ppm is well described by

(GFIR − 1) · 106

=−1.6cos(113.4x+ 4.4x5 + 3.5x9 + 6x23 + 250x39)

+ 0.34+ 0.38x− 17.62x2 − 1558.4x3 + 19617x4

− 111143x5 + 412062.5x6 − 1058995x7 + 1789339x8

− 1847251x9 + 1045706x10 − 247824.6x11 (6)

with the normalized frequency

x= 2f ·∆t= 2f · OSR
fClk

. (7)

Figure 4. Frequency dependence of (a) overall gain GA (blue dots)
and calibration fit GCal (red solid line), (b) residuals of the
calibration fit ∆GA/GCal, and (c) ripple of the FIR filter GFIR − 1.
In (a), the two corner frequencies of nominally fB/GB = 318.31 Hz
and fB = 1591.55 Hz are indicated by red diamonds. The red dashed
line shows the calibration fit multiplied by the low-pass behavior
that is included in the pulse pattern code of the square-wave
calibration signal. In (c), the theoretical behavior according to the
ADC’s data sheet (brown dots) is compared with model equation (6)
(green solid line) and the experimental residuals obtained by setting
GFIR = 1 in the calibration fit (blue dots).

The sampling period ∆t is calculated from the oversampling
ratio OSR= 32 divided by the clock frequency fClk of nomin-
ally 16MHz. The latter has to be calibrated (e.g. with a fre-
quency counter) to obtain traceable values for the frequency-
dependent gain. Figure 4(c) shows good agreement between
themodel (green solid line) and the theoretical gain taken from
the data sheet (brown dots). In addition, blue dots indicate the
residuals of the calibration fit without considering the FIR fil-
ter (i.e. by setting GFIR = 1 after calibration). We observe a
strong ripple consistent with the FIR filter gain, in contrast to
the sub-ppm ripple visible in figure 4(b) for the case whenGFIR

is included in the calibration fit. To our knowledge, this is the
first experimental demonstration of the ADC’s FIR filter gain
at ppm level.

The gain of the analog parts GAmp covers the complete sig-
nal path including the ADC driver and the analog front-end
inside the ADC. It exhibits less than 1.2% variation in the
frequency range from 10 kHz to 225 kHz intended for noise
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temperature measurements. An excellent approximation to the
frequency response of the signal path gain is given by

G2
Amp =

1+G2
P1( f/fP1)

2

1+( f/fP1)2
1+G2

P2( f/fP2)
2

1+( f/fP2)2

· 1+G2
B( f/fB)

2

1+( f/fB)2
G2

DC

1+ b2 f 2 + b4 f 4 + b6 f 6
. (8)

For the DC gain in equation (8), we use the calibration value
derived from the reference voltage according to equation (3).
The remaining parameters are obtained by fitting G2

Amp to the
measured values (GA/GFIR)

2 at the tone frequencies using
the Levenberg-Marquardt algorithm [25]. For better conver-
gence, we manually adjust the parameter b6 to a suitable value
around 10−36Hz−6 and determine the eight free parameters
in equation (8) by the fit algorithm. The term with nomin-
allyGB = 5 and fB = 1591.55 Hz describes the intended boost
of the gain at high frequencies. In contrast, the parameters
GP1 ≈ 0.9998, fP1 ≈ 26 kHz, GP2 ≈ 0.9996, and fP2 ≈ 64 kHz
consider small gain deviations that are probably due to para-
sitic interference between power and signal currents. The para-
meters b2 to b6 account for the roll-off at high frequencies, par-
tially caused by the four-pole anti-aliasing filter in the ADC
driver having a 3-dB cutoff frequency of nominally 970 kHz.

The red dashed line in figure 4(a) shows the calibration
fit multiplied by the low-pass behavior that is included in the
pulse pattern code of the square-wave calibration signal. The
product of the two gains nominally gives a first-order low-
pass behavior with a DC gain of 301 and a 3-dB cutoff fre-
quency fB = 1591.55 Hz. This illustrates that the step response
to the JAWS-generated reference voltage ideally exhibits no
overshoot. In contrast, the calibration fit alone (solid red line)
shows an nominal increase by GB = 5 above the corner fre-
quency fB/GB = 318.31 Hz, which would cause substantial
overshoot in the step response. Both relevant corner frequen-
cies are indicated in figure 4(a) by red diamonds.

Figure 4(b) demonstrates that the gain after calibration with
our JAWS is flat within ±1 µVV−1 for frequencies up to
225 kHz. However, the calibration fit GCal includes the contri-
butions of the JAWS output cable and the amplifier input capa-
citance. The data analysis in [11] approximates the cabling by
a second-order low-pass and corrects the measurement results
accordingly. In practice, the influence of the cabling cannot be
taken into account with sufficient accuracy due to the simpli-
fied model and the imperfect knowledge of the model para-
meters. In addition, the circuit parameters change over time
compared to calibration due to drift and ambient temperature
fluctuations. The resulting frequency-dependent deviation of
the input-referred spectral density can be described by a poly-
nomial model

SV = a0 + a2 f
2 + a4 f

4 + · · ·+ ad f
d . (9)

Here, a0 has the unit V
2 Hz−1 and represents the power spec-

tral density extrapolated to DC. The DART uses it to determ-
ine the sensor temperature T= a0/(4 kR) from the measured
sensor resistanceR and the Boltzmann constant k. The required

polynomial order d depends on the analysis bandwidth and the
cable parameters [26]. A quadratic model d= 2 is adequate for
our setup due to a relatively low bandwidth limit of 225 kHz
and a total cable length between JAWS and amplifier of about
1.55 m.

The stability investigations presented in this paper are based
on the variation of a0 as a function of the parameters of interest.
The results are expressed as the relative gain deviation

∆G0

G0
=

√
a0,exp
a0,nom

− 1 ≈ 1
2

∆a0
a0,nom

, (10)

where ∆a0 = a0,exp − a0,nom is the difference between the
actual experimental value a0,exp and the nominal value a0,nom
determined from a measurement at the beginning or during
the respective study. For simplicity, we use the approxima-
tion on the right of equation (10), which is sufficiently accur-
ate as the changes of ∆a0 always remain small. Note that in
this work we make a distinction between the gain G0 and the
calibration value GDC. The first represents the extrapolation
to DC obtained from the frequency spectrum, while the latter
is determined in the time domain from the reference voltage
according to equation (3) (both quantities are denoted asG0 in
[11]).

4. Experimental results

This sections summarizes our experimental results. In three
subsections we present the measured dependence of the signal
path gain on the basic parameters time, temperature, and input
signal level (gain linearity).

4.1. Long-term stability

TheDART hardware involves a square-wave reference voltage
for gain stabilization at ppm level because a sinusoidal refer-
ence having the required amplitude accuracy and spectral pur-
ity would be far more demanding to implement. However, as
we generate the reference voltage with the JAWS in this study,
the application of a sinusoidal reference instead of a square
wave is not an obstacle. Therefore, to test the concept of gain
stabilization by a low-frequency reference signal at the earli-
est possible time, we investigated the long-term stability with
a previous setup similar to [14]. Here, the amplifier was not
yet equipped with AC gain boost (i.e. GB = 1) and a commer-
cial data acquisition system with 24-bit Σ∆ ADC [27] was
employed. For gain stabilization, we added a sinusoidal refer-
ence tone at fp = 20 Hz to the code of the multitone pseudo-
noise with N= 30 (cf table 1). To reduce the measurement
time, relatively high rms values of 1mV for the reference tone
and 175.2µV for the pseudo-noise were chosen.

Figure 5(a) shows the relative gain fluctuation ∆G0/G0

measured over a period of 19 days. A total of 10 individual
measurements is plotted for each case without (blue) and
with (green) gain correction. For the blue traces, large gain
fluctuations of nearly 70 µVV−1 peak-to-peak are observed.
As the green traces demonstrate, gain correction strongly
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Figure 5. (a) Relative gain deviation∆G0/G0 versus time after
nominal gain determination t and (b) Allan deviations for the two
longest measurements marked in (a) by red arrows. Blue and green
lines correspond to the cases without and with gain correction,
respectively. Each data point in (a) represents the average over
τ = 300 s. The red solid line in (b) indicates the white noise level
with gain correction. The measurement was performed at an early
stage of development using a setup similar to [14] and a 20 Hz
sinusoidal reference with 1mV rms instead of a square wave.

improves the stability and reduces the gain fluctuations to
±2 µVV−1. For the two longest measurements indicated
by red arrows, figure 5(b) depicts the corresponding Allan
deviation plots. Without gain correction, σG,0/G0 has a min-
imum of 0.8 µVV−1 for a measurement time τ ≈ 300 s, and
increases strongly for τ larger than about one hour. In con-
trast, with gain correction it remains below 0.2 µVV−1 for
τ > 500 s.

Figure 5 clearly demonstrates that the signal path gain can
be stabilized at ppm level by applying a low-frequency ref-
erence tone. Measurements of the stability with a square-
wave reference over long times were not possible due to the
limited availability of the JAWS system. However, measure-
ments over a few days showed the same gain stability as
with the sinusoidal reference. For example, during the linear-
ity study in section 4.3, the nominal values were measured
several times over a period of about three days and always

Figure 6. (a) Relative voltage deviation ∆VZ/VZ of two reference
modules A (green) and B (blue) versus time after nominal voltage
determination t. For each module, several data points and one
continuous measurement indicated by a red arrow are shown.
Zoomed time traces of the continuous measurements and
corresponding Allan deviations are depicted in (b)–(e). An
integration period τ = 20 s was chosen in (b) and (d).

remained within±1 µVV−1 (cf figure 9). We therefore expect
that the final DART setup achieves similar performance as in
figure 5, provided that the DART’s reference voltage VRef is
sufficiently stable. Two components are essential for stabil-
ity: the Zener reference and the voltage divider. From pre-
vious work with the ULCA, we know that resistor networks
involving series/parallel connections of many identical thin-
film resistors allow sub-ppm accuracy, both over time and tem-
perature [17]. We have, however, no previous experience with
the voltage reference selected for the DART [16].

To ensure that the chosen Zener reference is sufficiently
stable for our application, we observed the performance of two
prototype modules A and B over a period of about 19 months.
The results are depicted in figure 6(a). After about six days
of warm-up (i.e. at t= 0), we determined the nominal values
of 7.0443 V and 7.0665 V for module A and B, respectively,
and started to monitor the output of each module with a sep-
arate 3458A voltmeter [28]. Due to technical limitations, we
were unable to continuously read out the voltmeters for peri-
ods longer than a few days. Therefore, we occasionally read
out the instruments manually (the period between day 154
and 556 with only one point is due to a long absence from
the laboratory). Figure 6(a) shows relative voltage changes
of about 5 µVV−1 peak-to-peak. As the voltmeters have a
specified one-year stability of ±4 µVV−1 in the 10 V range
used [28], we conclude that the long-term stability of the
voltage reference is well within ±10 µVV−1 over one year.
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Figure 7. Relative gain deviation∆G0/G0 (a) without and (b) with
gain correction and (c) offset voltage V0 versus temperature TULCA
monitored by an ULCA. Solid red lines show linear fits indicating
the respective temperature coefficient.

As figures 6(b)–(e) demonstrate, the short-term fluctuations
on the time scale of a few days are substantially lower, clearly
below 1 µVV−1 peak-to-peak.

4.2. Temperature stability

The DART hardware under test was placed inside an air
bath to allow temperature-dependent measurements. How-
ever, electromagnetic interference occurred when the air bath
was turned on for temperature control, resulting in additional
lines in the spectrum at several frequencies. We attribute this
to insufficient shielding properties of the test setup, mainly
caused by the single-ended amplifier input with a BNC con-
nector and operation of the ADC board without metal shield-
ing. The air bath was therefore turned off and an ULCA was
placed underneath the amplifier box to monitor the ambient
temperature via the ULCA’s analog temperature sensor. This
configuration provided a sufficiently quiet environment for the
tested hardware and allowed for sensitive noisemeasurements.
The air bath acted as a thermal LPF with a time constant of
about 3.5 h. Peak-to-peak temperature fluctuations inside the
air bath typically remained below 0.5 K over a day.

To determine the temperature dependence of the signal path
gain, we turned the air bath on for a short time to cool it down
from about 25 ◦C to 17 ◦C, and then monitored the thermal
relaxation. Figure 7 shows the temperature dependence meas-
ured in the interval between two hours and six hours after turn-
ing the air bath off. During this time, the transient responsewas
on the one hand slow enough to avoid a noticeable falsification

Figure 8. Relative deviation of the Zener reference voltage
∆VZ/VZ versus set temperature of the air bath TSet. The temperature
was stepwise increased from 10 ◦C to 60 ◦C and afterwards
decreased to 10 ◦C again. The numbers indicate the order in which
the temperature steps were performed. After each temperature
change, the temperature was allowed to settle before the voltage was
recorded. The nominal value VZ = 7.0977 V was obtained by
averaging the two measurements 3 and 18 at TSet = 30◦C. The
green and red linear fits indicate the temperature coefficients in the
ranges below and above 45◦C, respectively.

of the result by temperature gradients between the components
of the experimental setup, and on the other hand still suffi-
ciently fast to keep the influence of low-frequency fluctuations
and drift small.

Gain correction via the JAWS-generated reference voltage
VJR strongly reduces the temperature dependence of the signal
path gain. For our test setup, it improved the temperature coef-
ficient by a factor of 32 to about −0.5 µVV−1K−1, demon-
strated in figures 7(a) and (b) by linear fits (red lines). The
input-referred offset voltage of the signal path was also mon-
itored during the temperature cycle. The resulting temperat-
ure coefficient in figure 7(c) was+26 µVK−1. This relatively
high value is presumably caused by the use of discrete junction
field-effect transistors (JFETs) at the amplifier input [11]. It
is, however, acceptable for the DART since the temperature is
rather stable on the scale of seconds and slow temperature vari-
ations are suppressed by the DART’s operation principle [11].

The temperature stability of a reference module was meas-
ured in an air bath for temperatures stepwise increased
from 10 ◦C to 60 ◦C and afterwards decreased back to
10 ◦C. Figure 8 shows the relative deviation of the Zener
voltage as a function of the air bath’s set temperature TSet.
Below 45 ◦C, a very small temperature coefficient of about
−0.05 µVV−1K−1 is observed. Above 45 ◦C, the temperat-
ure coefficient strongly degrades to about −1.6 µVV−1K−1

and the scatter of the data points is more pronounced. This is
caused by the fact that the temperature control of the Zener ref-
erence is realized with a built-in heater. For the chosen para-
meters of the thermal control loop, the heater power falls to
zero above about 45◦C and the internal temperature of the
Zener reference follows the ambient temperature. This also
leads to a thermal hysteresis of about 1 µVV−1 in the usable
temperature range below 45 ◦C. In a separate experiment with
a temperature variation from 10 ◦C to 40 ◦C, a much smaller
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thermal hysteresis well below 0.1 µVV−1 was observed. We
therefore conclude that the thermal stability of our reference
module is sufficient to allow gain stabilization at ppm level in
a typical laboratory environment.

4.3. Gain linearity

The DART concept aims at very high gain linearity to allow
operation over a wide temperature range, while calibration
is done at only a single input level (virtual calibration tem-
perature). In other words, if the signal path gain does not
depend on the input signal level, calibration at multiple vir-
tual temperatures (corresponding to sensor temperatures dur-
ing normal thermometer operation) is not required, and a very
high virtual calibration temperature can be selected to obtain
short calibration times. In figure 4, we chose an input level
Vrms,A = 87.6 µV, integrated over the ADC bandwidth from
DC to 225 kHz. For a 300Ω resistor, this corresponds to a
very high virtual noise temperature of about 2 × 106 K.

The DART front-end electronics, schematically shown in
figure 1(a), includes circuitry to superimpose a high-frequency
noise dither above the usable ADC bandwidth of 225 kHz
onto the negative ADC input. The application of dither is
well known to reduce quantization effects in ADCs [29] and
hence to improve linearity at small input signals [13]. In
figure 9, we demonstrate the dither effect with the setup in
figure 1(b) and a JAWS-generated dither. In addition to 28
tones between 7.51 kHz and 222.43 kHz, a 19-tone high-
frequency dither between 230.67 kHz and 382.41 kHz with an
rms level Vrms,D = 80 µV is integrated into the pulse pattern
code (cf table 1). The measurements at Vrms,A = 87.6 µV and
80 µV for the case without and with dither, respectively, were
repeated several times during the total of about 81 hours of lin-
earity measurement (see data points encircled red). For each
case, the mean of the corresponding measurements was used
to calculate the nominal values for the different input levels.
This suppresses the effect of short-term gain fluctuations and
drift remaining after gain correction. Without dither, signific-
ant deviations from linear behavior occur at low input levels,
with a maximum relative gain deviation of about 25 µVV−1

at the lowest rms level of 5.475µV. In contrast, with dither
no clear trend is observable within the uncertainty of the gain
determination.

The Σ∆ ADC used in the DART features a third-order
modulator with a 5-bit quantizer [15]. The least significant bit
(LSB) of the quantizer corresponds to 104µV referred to the
amplifier input. For a Gaussian amplitude distribution, the full
width at half maximum (FWHM) is given by 2

√
2ln2Vrms.

Thus, an input level Vrms,LSB ≈ 44 µV yields a FWHM in the
amplitude distribution equal to the quantizer LSB. Gain non-
linearities are expected to become significant when the input
level substantially falls below Vrms,LSB. This is consistent with
the experimental results depicted in figure 9. Note that with
dither, the total rms level

Vrms =
√
V2
rms,A +V2

rms,D (11)

Figure 9. Gain deviation∆G0/G0 without (blue symbols) and with
(green symbols) high-frequency noise dither versus rms input level
Vrms,A, integrated between DC and 225 kHz. Solid lines serve as a
guide for the reader’s eye. The mean of the measurements encircled
in red at Vrms,A = 87.6 µV (blue) or 80µV (green) is used to
calculate the nominal value for the respective input level without or
with dither. The amplifier noise contribution of 0.33 nV2Hz−1 was
subtracted from the measured a0 values. Error bars indicate the
relative uncertainty of the gain determination at given Vrms,A, which
is approximated by half the uncertainty of the experimental fitting
parameter a0,exp normalized by the corresponding nominal value
a0,nom. For comparison, the rms noise of the amplifier, of a 300Ω
resistor at 26 ◦C, and of a Pt100 sensor in the IEC 60 751 range
(−200 ◦C to 850 ◦C) [30] are also shown at zero gain deviation.

varies only slightly from about 80µV to 113µV, and always
remains about a factor of two above Vrms,LSB.

In figure 9, the lowest input rms level of 5µV corresponds
to a still very high virtual calibration temperature of about
6700 K for a 300Ω noise resistor. To obtain statistically signi-
ficant information about the calibrated signal path at ‘normal’
temperatures, we performed a 13 days long measurement with
a 300Ω resistor replacing the JAWS. This simulates a noise
temperature measurement at Vrms,A ≈ 1.06 µV corresponding
to 219 ◦C for a Pt100 sensor (see solid dot at zero deviation in
figure 9). The corresponding setup is depicted in figure 1(c).
It includes a Zener reference module and a divider to generate
the reference voltageVRef, which provides the same conditions
for the ADC as for the JAWS measurements. The stability of
VRef in this test setup was not sufficient for gain correction
because a simplified voltage divider with only a few resistors
was used.

Figure 10(a) depicts the input-referred voltage noise
√
ST,M

and
√
ST,G for the measurement with (mode M) and without

(mode G) 300Ω noise resistor, respectively. Both spectra
exhibit a pronounced ripple, which is presumably caused by
excess noise coupled into the single-ended amplifier input.
To determine the input-referred noise from the measured raw
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Figure 10. (a) Input-referred voltage noise
√
ST,M,

√
ST,G, and

(b) thermal noise in the 300Ω resistor
√
ST versus frequency f for

the setup with voltage reference and divider shown in figure 1(c). To
save disk space, the integration period was increased from 12 s to
300 s. For noise reduction in the spectra, each 100 adjacent data
points were merged to one, resulting in a frequency resolution of
1 kHz. The data points disregarded in the data analysis are marked
gray, including an external interference at about 27 kHz. In
(a), modes M and G refer to the measurement with and without
300Ω noise resistor, respectively, having a total duration of
1731/2 hours and 141 hours. The red line in (b) represents a
quadratic fit to the measured spectral density ST . In (c), the relative
gain deviation∆G0/G0 is plotted versus the fit order d, where the
gain at d= 2 is taken as nominal. Error bars indicate the relative
uncertainty of the gain determination at given d, which is
approximated by half the uncertainty of the experimental fitting
parameter a0,exp normalized by the nominal value a0,nom.

data, we adopted the analysis of [11]. The input capacitance
was determined from a separate measurement with strongly
increased noise resistance of 300 kΩ instead of 300Ω . A
first-order low-pass response was fitted to the measured noise
spectrum in the frequency range between 1 kHz and 20 kHz.
The resulting input capacitance of about 46 pF is consistent
with our expectation. It was used to correct the spectra for
the low-pass effect caused by the input capacitance and the
source resistance. In addition, the contribution of the amp-
lifier current noise was subtracted, which was also derived
from the spectrum with increased noise resistance. The dif-
ference between the M and G modes therefore directly yields
the thermal noise in the 300Ω resistor

√
ST =

√
ST,M − ST,G

depicted in figure 10(b).

Ideally, the voltage noise
√
ST should be constant in the

calibrated frequency range. However, at high frequencies,
figure 10(b) shows a small but non-negligible contribution
scaling with the square of the frequency (cf red fit line). We
attribute this to parasitic high-frequency effects in the different
input configurations of the test setups with JAWS and 300Ω
resistor. Below 10 kHz, the measured noise

√
ST also slightly

deviates from the expected behavior. This discrepancy disap-
pears if the fit parameter f B is increased by 500 µHzHz−1 (cf
equation (8)). The resulting change∆G0/G0, derived from the
a0 value of the quadratic fit, is only 0.74 µVV−1. Hence, the
described deviations from ideal behavior have no or negligibly
small effect on the noise temperature determined by quadratic
fitting to the spectrum.

To estimate the ripple in the calibrated frequency response,
we varied the order d of the polynomial fit. Ideally, the fit
parameter a0 and thus the low-frequency gain G0 should not
depend on d. As figure 10(c) shows, the relative gain change
∆G0/G0 remains zero within the uncertainty in the investig-
ated range of d between 2 and 20. This demonstrates that the
ripple in the frequency response of the signal path gain after
calibration is small enough to allow the application of a quad-
ratic fit model.

The measurement with 300Ω noise resistor described
above was primarily performed to test the JAWS-calibrated
hardware in a condition as close as possible to the inten-
ded application of noise thermometry. In particular, it was
used to verify that the calibrated frequency response with the
Zener-based reference voltage has sufficiently small ripple to
achieve systematic uncertainties well below 10 µKK−1. Dir-
ect verification of the noise temperature measurement was
not possible because our test setup did not allow a suffi-
ciently accurate temperature determination for the 300Ω res-
istor with an independent method. As a rough consistency
check, we compared the noise temperature calculated from
the quadratic fit to the spectrum and the measured resistance
with the temperature reading from the ULCA. The noise tem-
perature was about 0.1 K higher than the ULCA temperat-
ure, presumably because the divider box was in close elec-
trical contact with the amplifier box, whereas the ULCA was
thermally less well coupled due to a 1 cm air gap between
ULCA and amplifier box. It is therefore plausible that the
amplifier’s total power dissipation of about 0.3 W slightly
increased the noise resistor’s temperature compared to the
ULCA.

5. Summary and outlook

The potential of the DART concept was experimentally eval-
uated. In particular, the calibration procedure developed for
the DART was proven and the uncertainty achievable with
the instrument was verified. For this, we have performed
extensive measurements on a prototype signal path consist-
ing of a JFET-based amplifier with a noise floor below
0.6 nVHz−1/2 followed by a 24-bit Σ∆ ADC with an output
data rate of 0.5 MSas−1 and a signal frequency range from
DC to 225 kHz. A practical approach to calibrate the overall
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frequency-dependent gain using a JAWS and low-distortion
multitones was demonstrated. In an early test setup with a
commercial ADC and a 20 Hz sinusoidal reference gener-
ated by the JAWS, gain fluctuations within ±2 µVV−1 were
observed over a period of 19 d. A similar gain stability
is expected for the final instrument, where a low-frequency
square-wave reference is applied to stabilize the gain over
time and temperature. We have verified that the settling after
polarity-reversal is sufficiently fast to permit gain correction
at ppm level. With the JAWS as the source for the reference
voltage, the effective temperature coefficient of the overall
gain was found to be −0.5 µVV−1K−1.

During normal thermometer operation, the reference
voltage is obtained from a low-power temperature-stabilized
Zener reference followed by a switch and a high-accuracy
divider. Its stability decisively affects the overall performance
of the DART. Two prototype reference modules were invest-
igated, demonstrating peak-to-peak fluctuations clearly below
1 µVV−1 over a few days and a long-term stability well within
±10 µVV−1 over a year. The temperature coefficient was also
very small, about −0.05 µVV−1K−1 for ambient temperat-
ures between 10 ◦C and 45 ◦C. Thus the developed reference
module is highly suited for the DART.

To simplify operation and allow short calibration times, the
DART is designed to be calibrated at a single high rms level
and operated over a wide temperature range and long times
without recalibration. A high-frequency noise dither above
the signal frequency range is applied to further improve the
already high intrinsic linearity of the 24-bit Σ∆ ADC. In the
final DART, this noise dither represents a true random signal
generated by analog hardware, but in the presented study we
used the JAWS for this purpose.With a 80µV rms noise dither,
an overall gain nonlinearity of the signal path well within an
uncertainty band of ±2 µVV−1 was achieved over a wide
range of rms input levels between 5µV and 80µV. In a final
experiment, we replaced the JAWS after calibration by a res-
istive divider with or without a 300Ω noise resistor. This sim-
ulates a noise temperature measurement at an rms level of
1.06µV corresponding to 219 ◦C for a Pt100 sensor. From the
measured noise spectrum we estimate that the calibrated gain
is sufficiently flat between 10 kHz and 225 kHz to allow noise
temperature measurements with systematic uncertainties well
below 10 µKK−1.

During the measurements for the presented study, we iden-
tified several issues with the prototype hardware used and
modified the electronics design to overcome the observed lim-
itations and improve performance. In particular, the layout of
the electronics board was found to be crucial to minimize dis-
tortions in the frequency response and to maximize stability
over time and temperature.We are currently designing the final
electronics containing all components (including the ADC) on
a compact board that is galvanically isolated from themeasure-
ment computer running the user software. Once this important
milestone is reached, traceable temperature measurements can
be made. This will enable us to validate the DART by meas-
urements near the well-known triple point of water.
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