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ABSTRACT 
 

This study employs a mixed-methods approach to examine the optimal balance between AI-
powered automation and human oversight in information governance frameworks, aiming to 
enhance organizational productivity, efficiency, and compliance. Quantitative data collected from 
384 respondents were analyzed using Pearson correlation, regression models, and Structural 
Equation Modeling (SEM). The results reveal strong positive correlations between AI automation 
levels and both organization size (r = 0.55, p < .01) and AI adoption duration (r = 0.62, p < .01). 
Regression analysis indicates that higher levels of AI automation significantly improve error 
reduction (β = 1.12, p < .001) and compliance (β = 1.05, p < .001), especially in larger 
organizations with longer AI adoption periods. SEM findings highlight that human oversight 
positively impacts error reduction (β = 0.65, p < .001) and compliance improvement (β = 0.72, p < 
.001), and the interaction between human oversight and AI automation further enhances these 
outcomes (error reduction: β = 0.32, p < .001; compliance improvement: β = 0.35, p < .001). The 
qualitative analysis, involving thematic extraction from industry reports, reveals ethical challenges 
such as data quality issues, algorithmic bias, and privacy concerns. Hence, it is necessary to 
integrate human oversight to ensure ethical standards and build stakeholder trust in AI-driven 
systems. The study concludes with practical recommendations for organizations: establishing 
transparent AI governance frameworks, investing in continuous training for employees, and 
regularly auditing AI processes to mitigate risks. By addressing both the technological and ethical 
dimensions, organizations can implement AI-powered information governance that not only boosts 
productivity and efficiency but also ensures compliance and ethical integrity. 
 

 
Keywords: Mixed methods; AI automation; human oversight; information governance; organizational 

productivity. 
 

1. INTRODUCTION 
 
The rapid development and integration of 
artificial intelligence (AI) into organizational 
processes have significantly transformed the field 
of information governance, which involves 
managing data to ensure compliance, security, 
and operational efficiency. AI promises to 
transform information governance by automating 
tasks such as data classification, compliance 
monitoring, and threat detection, thereby 
enhancing organizational productivity. Dwivedi et 
al. [1] argue that while AI's capabilities offer 
substantial benefits, its introduction raises critical 
questions about maintaining a balance between 
automation and human oversight; hence, Diaz-
Rodriguez et al. [2] affirms that balance is 
necessary to ensure that AI applications adhere 
to ethical standards, uphold data quality, and 
prevent biases, thereby establishing effective 
information governance frameworks that optimize 
productivity, efficiency, and compliance. 
 
The current setting of AI-powered information 
governance is characterized by a growing 
adoption of AI-driven solutions across various 
sectors, with organizations utilizing AI for data 
analytics, cybersecurity, and regulatory 
compliance. Advanced technologies, including 
machine learning and natural language 

processing, have enabled organizations to 
process vast quantities of data with unparalleled 
speed and accuracy; this has facilitated the 
automation of tasks that were previously manual 
and time-intensive. For instance, legal firms have 
successfully employed AI in e-discovery 
processes, while financial institutions have 
implemented automated compliance checks to 
meet regulatory requirements; these applications 
illustrate the practical benefits of AI in 
streamlining information governance. However, 
Wirtz et al. [3] contend that integrating AI into 
information governance frameworks presents 
challenges, including difficulties with integrating 
AI with existing IT infrastructures, managing  
data quality, and keeping up with evolving 
regulations.  
 
Significant incidents, such as the SolarWinds 
hack in 2020, which compromised sensitive data 
from numerous government agencies, highlight 
the vulnerabilities associated with heavy reliance 
on automated systems without adequate 
supervision [4]. Additionally, the Cambridge 
Analytica scandal emphasizes the ethical 
implications of AI-driven data analytics, revealing 
how the misuse of personal data can lead to 
significant ethical breaches and public trust 
issues [5]. These cases, according to Diaz-
Rodriguez et al. [2], underscore the need for a 
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balanced approach that combines the 
efficiencies of AI with human oversight to ensure 
ethical and effective information governance, and 
while AI can dramatically increase efficiency by 
processing large volumes of data more quickly 
and accurately than human operators, thereby 
enabling faster decision-making and reduced 
operational costs, these benefits must be 
weighed against potential risks. Chen et al. [6] 
argue that data quality issues can arise if AI 
systems are trained on inaccurate or biased 
data, leading to flawed decision-making 
processes. Moreover, the opacity of AI 
algorithms raises concerns about transparency 
and accountability, making it challenging for 
stakeholders to understand and trust AI-driven 
decisions. 
 
The potential for AI systems to be exploited for 
malicious purposes, such as in the increasingly 
widespread ransomware attacks on government 
agencies, further highlights the necessity of 
human supervision within AI-powered information 
governance frameworks. Human-AI collaboration 
is essential for achieving effective information 
governance, and defining clear roles and 
responsibilities is critical for establishing a 
framework where human judgment complements 
AI capabilities and human oversight should focus 
on strategic decision-making, ethical 
considerations, and final approvals, while AI 
systems should be leveraged for data 
processing, pattern recognition, and routine 
compliance monitoring. Muthusubramanian et al. 
[7] note that transparent decision-making 
processes are necessary to ensure that 
stakeholders can understand and trust the 
outcomes generated by AI systems. 
Furthermore, continuous training and 
development programs are vital to keep both 
human operators and AI systems updated with 
the latest technological advancements and 
regulatory requirements. The COVID-19 
pandemic has accelerated the adoption of digital 
technologies, emphasizing the importance of 
effective human-AI collaboration. Organizations 
that successfully implemented AI-driven solutions 
during the pandemic managed the surge in 
digital communications and data effectively, 
demonstrating how human-AI collaboration can 
enhance organizational resilience and 
adaptability.  
 
Additionally, developing clear metrics to measure 
the effectiveness of AI-powered information 
governance systems is essential, as this includes 
tracking key performance indicators (KPIs) such 

as data quality, compliance rates, cost savings, 
and return on investment (ROI). By quantifying 
the benefits of AI implementation, organizations 
can justify investments and make data-driven 
decisions. Sarker [8] posits that human experts 
provide domain knowledge, context, and 
judgment, while AI can automate routine tasks 
and identify patterns that might be difficult for 
humans to detect. Establishing effective 
collaboration between humans and AI systems 
requires clear roles and responsibilities, 
transparent decision-making processes, and 
ongoing training and development. Furthermore, 
the long-term impact of AI-powered information 
governance must be carefully considered. The 
increasing reliance on AI may lead to shifts in 
organizational structures, prioritizing technology-
driven roles and reducing the necessity for 
traditional manual processes. This shift may 
necessitate developing new skills among 
employees to work effectively alongside AI 
systems, and the cultural norms within 
organizations may evolve to support greater 
acceptance of automation and AI-driven 
decision-making [3,6]. These changes, while 
offering the potential for enhanced efficiency and 
innovation, require careful management to 
ensure that human values and ethical standards 
are upheld, and by understanding the current 
state of AI adoption, assessing the associated 
benefits and risks, promoting effective human-AI 
collaboration, and developing robust ethical 
frameworks, organizations can create information 
governance systems that enhance productivity, 
efficiency, and compliance. The challenges 
posed by cybersecurity threats and data privacy 
concerns highlight the need for a balanced 
approach, ensuring that AI is utilized to its full 
potential while safeguarding against risks and 
ethical issues. Hence, this study investigates the 
optimal balance between AI-powered automation 
and human oversight in information governance 
frameworks to maximize organizational 
productivity, efficiency, and compliance. The 
objectives of the study are: 
 

1. Assess the current state of AI-powered 
information governance to identify common 
approaches and challenges in 
implementing AI-driven solutions. 

2. Evaluate the benefits and risks of AI 
automation in information governance, 
examining potential advantages like 
increased efficiency, cost savings, and 
improved decision-making alongside 
associated risks, including data quality 
issues, bias, and privacy concerns. 
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3. Identify critical factors for successful 
human-AI collaboration in information 
governance, exploring key elements that 
contribute to effective collaboration, such 
as clear roles, transparent decision-making 
processes, and continuous training. 

4. Develop guidelines for implementing AI-
powered information governance 
effectively, proposing practical 
recommendations and best practices to 
ensure a balance between automation and 
human oversight in existing frameworks. 

 
While the integration of AI in information 
governance is gaining traction, there remains a 
significant gap in understanding how 
organizations can balance the efficiency gains of 
AI automation with the need for human oversight 
to mitigate risks such as data bias, privacy 
concerns, and ethical challenges. Many existing 
studies focus either on the technical 
advancements of AI or the ethical implications. 
Still, few provide a comprehensive framework 
that combines both aspects to ensure optimal 
productivity, compliance, and ethical standards. 
This paper specifically addresses this loop, 
evaluating the relationship between AI 
automation, organization size, and the duration 
of AI adoption, offering practical insights to 
policymakers, organizational leaders, AI 
practitioners, and governance professionals into 
how organizations can strike a balance between 
automation and human judgment. This balance is 
critical, particularly for organizations facing 
increasing pressure to innovate while maintaining 
trust and compliance with emerging regulations.  
 

2. LITERATURE REVIEW  
 
The current state of AI-powered information 
governance presents both transformative 
potential and substantial challenges, but the 
integration of AI technologies has significantly 
enhanced the management, protection, and 
utilization of data across organizations. Olateju et 
al. [9] suggest that AI tools, including data 
analytics, predictive modeling, and cybersecurity 
measures, are increasingly employed to 
strengthen information governance, offering real-
time data analysis, anomaly detection, and 
proactive threat management capabilities, which 
traditional methods often lack. For example, AI-
driven data analytics enable organizations to 
gain valuable insights into data usage patterns, 
optimize data management strategies and 
ensure compliance with regulatory frameworks 
[10]. Predictive modeling, according to 

Chowdhury et al. [11], allows for the forecasting 
of potential security breaches, thereby facilitating 
the implementation of preventive measures. 
However, the adoption of AI in information 
governance varies significantly across industries 
and organizations, and regulatory models, 
technological maturity, and organizational culture 
influence it. While some organizations have 
successfully implemented AI systems, others 
face significant challenges [2,12,13]. Kumar et al. 
[14] state that the regulatory environment plays a 
crucial role in shaping AI-powered information 
governance and regulations, such as the General 
Data Protection Regulation (GDPR) in the 
European Union and the California Consumer 
Privacy Act (CCPA) in the United States impose 
strict requirements on data handling, consent, 
and user rights. Organizations utilizing AI for 
information governance must, therefore, navigate 
these complex regulatory frameworks to avoid 
penalties and reputational harm [15,16].  
 

Ethical considerations, as emphasized by Olateju 
et al. [9], are becoming increasingly important 
with the integration of AI into information 
governance. The potential for bias in AI 
algorithms raises concerns about fairness and 
equity; organizations must actively address these 
biases to prevent discriminatory practices, and 
ethical implications regarding privacy and 
surveillance must be carefully considered. 
According to de Almeida et al. [17], achieving a 
balance between technological advancement, 
ethical considerations, and regulatory 
compliance is essential for maintaining 
stakeholder trust and fully harnessing AI's 
potential in information governance. Emerging 
trends indicate a consensus on the need for 
ethical AI deployment, highlighting the successful 
integration of AI depends on technological 
capabilities, adherence to regulatory frameworks, 
ethical considerations, and organizational 
readiness [17,18,19,20]. 
 

2.1 Benefits and Risks of AI Automation 
in Information Governance 

 

The integration of AI automation into information 
governance offers substantial benefits, 
particularly in enhancing efficiency, productivity, 
and decision-making. By automating routine 
tasks such as data classification, retention, and 
compliance, AI enables organizations to 
streamline operations and allocate resources 
more effectively [21,22]. According to Blackett 
[23], AI-driven automation can increase efficiency 
by up to 40%, resulting in reduced operational 
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costs and improved productivity. Similarly, 
Eboigbe et al. [24] affirm that AI facilitates real-
time data processing and analytics. These are 
crucial for making swift, informed decisions, 
especially in dynamic areas like cybersecurity, 
where continuous monitoring and anomaly 
detection are vital for identifying potential threats. 
Despite these advantages, the implementation of 
AI in information governance is not without its 
challenges; a significant concern, highlighted by 
Papagiannidis et al. [25], is the quality of the data 
used by AI systems.  
 
The efficacy of AI is closely tied to the accuracy 
and reliability of the data it processes, as 
inaccurate or incomplete data can lead to 
erroneous analyses and misguided decisions, 
potentially causing serious repercussions for 
organizations [26,27]. Additionally, Ferrara [28] 
emphasizes that biases inherent in AI algorithms 
present ethical dilemmas and biases that 
originate from flawed training data can 
perpetuate existing prejudices, resulting in 
discriminatory outcomes, which are particularly 
problematic in information governance, where 
biased AI systems can affect privacy, information 
access, and user rights [29,30]. 
 
Tilbury and Flowerday [31] affirm that the 
adoption of AI automation is further complicated 
by risks related to privacy and security 
vulnerabilities and high-profile incidents, such as 
the SolarWinds hack and the Cambridge 
Analytica scandal, illustrate the potential dangers 
of automated systems in data governance [4,5]. 
The SolarWinds breach, as described by 
Oladimeji and Kerner [4], exploited weaknesses 
in automated systems, demonstrating how AI can 
be used to both enhance and undermine 
security. Also, the misuse of AI in the Cambridge 
Analytica case highlighted the capacity of 
automated data analytics to manipulate public 
opinion, raising significant ethical and regulatory 
concerns [5]; these instances showcase the dual 
nature of AI, that while it provides valuable tools 
for advancing information governance, it also 
poses risks that necessitate rigorous oversight 
and management [2,32].  
 
The integration of AI in information governance 
raises critical ethical concerns, particularly with 
regard to privacy and surveillance. The 
deployment of AI for monitoring purposes brings 
into question the balance between organizational 
needs and individual civil liberties, and so Diaz-
Rodriguez et al. [2] opine that organizations 
should ensure that AI systems are implemented 

responsibly, adhering to ethical standards and 
respecting individual rights. Thus, while AI 
automation holds significant promise for 
enhancing information governance by improving 
efficiency, productivity, and decision-making, it 
also presents inherent risks related to data 
quality, algorithmic bias, ethical issues, and 
security vulnerabilities [24,29,33]. To combat 
this, a balanced approach is required, whereby 
organizations not only capitalize on the benefits 
of AI but also address the associated risks; this 
results in the establishment of robust regulatory 
frameworks, ethical guidelines, and continuous 
monitoring to ensure that AI contributes positively 
to information governance practices [34,35]. 

 
2.2 Balancing Automation and Human 

Oversight 
 
Balancing automation and human oversight is 
crucial for effective, ethical, and trustworthy 
decision-making in information governance, and 
while AI excels at rapidly processing vast 
amounts of data and identifying patterns that 
may elude human detection, human judgment is 
essential for interpreting AI-generated insights, 
particularly in scenarios involving ethical 
considerations and complex trade-offs. 
According to Rodgers et al. [36], human 
oversight is indispensable when strategic 
decisions are involved, as it ensures that AI's 
capabilities are used to support rather than 
supplant human judgment. Diaz-Rodriguez et al. 
[2] affirm that while AI efficiently manages routine 
tasks, human input is critical for decisions 
requiring a detailed understanding of context, 
ethics, and long-term implications, and so, a 
synergistic relationship between AI and human 
oversight enables AI to improve rather than 
replace human capabilities. Moreover, trust is a 
fundamental element in the integration of AI into 
information governance frameworks, 
necessitating transparent decision-making 
processes to build and sustain stakeholder 
confidence. Hassija et al. [37] state that 
transparency in AI decision-making ensures 
stakeholder trust by clarifying how AI systems 
function, which can be achieved through 
explainable AI, where the reasoning behind AI 
decisions is made understandable to humans. In 
the view of Oyewumi et al. [38], without 
transparency, trust in AI systems is likely to 
diminish, leading to resistance and skepticism; 
therefore, governance frameworks must include 
mechanisms that ensure that AI decisions are 
not only accurate but also interpretable and 
justifiable to stakeholders. 
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Addressing the ethical concerns associated with 
AI automation requires the implementation of 
comprehensive strategies to enhance AI 
systems' reliability and accountability, and 
establishing clear ethical guidelines, as 
suggested by Diaz-Rodriguez et al. [2], is critical 
for defining acceptable AI behavior and should 
be integrated into both the development and 
deployment phases to prioritize ethical 
considerations from the outset [39,40]. 
Additionally, ongoing training and development 
are necessary for both AI systems and their 
human operators; regular updates to AI 
algorithms can help mitigate biases and adapt to 
emerging challenges [28,41], while continuous 
training for human operators ensures their 
proficiency in overseeing AI systems and 
intervening when required [42,43]. The dynamic 
nature of AI in information governance highlights 
the need for a balanced approach that combines 
automation with human oversight [17,44]; some 
scholars advocate for greater AI autonomy to 
fully utilize its potential, while others caution 
against this, citing ethical and security concerns 
[2,17,45,46].  
 

2.3 Critical Factors for Successful 
Human-AI Collaboration 

 
The integration of human-AI collaboration is 
significantly transforming modern workplaces, 
making the identification of key factors crucial for 
its successful implementation; a fundamental 
factor is the clear delineation of roles and 
responsibilities for both human workers and AI 
systems, as Alshami et al. [47] posit that role 
specification minimizes confusion and overlap, 
thereby optimizing workflow and reducing the 
likelihood of errors. By defining these roles, 
humans can concentrate on tasks that require 
creativity, empathy, and strategic decision-
making, while AI systems can efficiently handle 
repetitive, data-driven, and analytical tasks. 
Chowdhury et al. [48] assert that role clarity not 
only enhances productivity but also leverages the 
complementary strengths of human and AI 
capabilities. Nonetheless, the rapidly changing 
nature of AI technology necessitates continuous 
training for human employees to keep pace with 
technological advancements and evolving 
regulatory frameworks. Benbya et al. [12] affirm 
that organizations that invest in ongoing 
education and training for their employees are 
more adept at adapting to new AI tools, thus 
maintaining a competitive advantage. In addition 
to role clarity and continuous training, 
transparency and trust are essential components 

of effective human-AI collaboration; transparency 
in AI decision-making processes is critical for 
fostering trust among users, as opaque AI 
models can lead to skepticism and resistance. 
Nazat et al. [49] opines that when users perceive 
AI systems as "black-box" models, their trust 
diminishes, making explainable AI, which clarifies 
the rationale behind AI decisions, an essential 
element for building trust and encouraging 
acceptance. Furthermore, ethical considerations 
are imperative in the design and deployment of 
AI; hence, ethical AI practices that emphasize 
fairness, accountability, and transparency are 
vital to preventing biases and discrimination 
[2,17,50]. Ensuring that AI systems adhere to 
ethical standards helps reassure stakeholders 
that these technologies function in alignment with 
societal values [2,51]. 
 

2.4 Guidelines for Implementing AI-
Powered Information Governance 

 

The effective implementation of AI-powered 
information governance is crucial for managing 
the increasing volumes of data in modern 
organizations while ensuring adherence to 
regulatory standards. A fundamental step in this 
process is assessing organizational readiness, 
which involves evaluating existing infrastructure, 
workforce capabilities, and alignment with 
strategic goals; Saleh and Atan [52] states that 
such assessments are vital for identifying gaps 
that could impede AI adoption and Campion et 
al. [53] emphasizes that inadequate preparation 
may lead to employee resistance and challenges 
in integrating AI, ultimately threatening the 
success of these initiatives. The selection of 
suitable AI technologies is another critical factor, 
as organizations must align their technological 
choices with specific information governance 
requirements, ensuring compatibility with the 
current IT infrastructure [54,55]. According to 
Georgiadis and Poels [56], technology selection 
should be guided by the organization’s 
objectives, data types, and regulatory mandates, 
and establishing a strong data governance 
framework is essential to maintain data quality 
and integrity, which are crucial for reliable AI-
driven decision-making. Williamson and   
Prybutok [57] state that, without a well-defined 
governance structure, organizations risk data 
inconsistencies and inaccuracies that can 
compromise AI outputs; this framework should 
include data quality management, security 
measures, and compliance protocols to 
safeguard the integrity of data used in AI 
applications [2,58,59]. 
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The use of performance metrics is integral to 
evaluating the effectiveness of AI-powered 
information governance, key performance 
indicators (KPIs) such as data quality, 
compliance rates, cost savings, and return on 
investment (ROI) provide a measurable basis for 
assessing success [60,61].  Bammidi et al. [62] 
assert that data quality metrics, including 
accuracy, completeness, and consistency, are 
critical to ensuring AI systems operate on reliable 
data, thereby improving decision-making 
accuracy. Compliance rates indicate the 
organization’s adherence to regulatory 
standards, with Jejeniwa et al. [63] highlighting 
that high compliance rates reflect effective 
governance practices, reducing the risk of legal 
penalties and reputational harm. Also, assessing 
cost savings and ROI is vital to demonstrating 
the financial benefits of AI-powered governance 
systems, taking into account both immediate cost 
reductions and the long-term adaptability of AI 
systems to changing regulatory requirements 
[64,65]. While there is consensus on the 
importance of organizational readiness, 
technology selection, and performance metrics, 
there are differing opinions regarding their 
prioritization. Studies prioritize technology 
selection as the main driver of success, whereas 
others argue that aligning AI initiatives with 
organizational culture and readiness is more 
crucial [56,66,67]. 
 

2.5 Ethical Frameworks and Regulatory 
Compliance 

 
The incorporation of ethical frameworks into AI-
powered information governance is essential for 
the responsible use of technology and risk 
mitigation; ethical principles such as fairness, 
transparency, and accountability play a critical 
role in guiding AI development and deployment; 
fairness in AI is designed to prevent algorithms 
from reinforcing or amplifying existing biases, 
thus avoiding discriminatory outcomes. 
According to Muthusubramanian et al. [7], 
ensuring fairness is crucial for treating individuals 
equitably and maintaining societal values; 
likewise, transparency is necessary to foster trust 

in AI systems. Busuioc [68] explains that 
transparency enables users to comprehend AI 
decision-making processes, including the data 
used for training and the logic behind algorithms, 
which is fundamental for establishing 
accountability. Hedlund and Persson [69] assert 
that accountability requires that developers and 
implementers be responsible for the 
consequences of AI systems, thereby promoting 
ethical responsibility within organizations. 
 
Stahl et al. [70] state that incorporating ethical 
reviews and impact assessments during the AI 
design phase is crucial for identifying potential 
ethical issues early on, thereby preventing the 
misuse of AI technologies, such as privacy 
violations, security breaches, and the erosion of 
user trust. Additionally, Diaz-Rodriguez et al. [2] 
state that aligning AI systems with societal 
values is not only a regulatory requirement but 
also a moral imperative that enhances the 
acceptance and legitimacy of AI technologies. 
Despite the acknowledged importance of ethical 
principles, ongoing debates question the 
effectiveness of current ethical frameworks 
[71,72,73], with some scholars arguing that 
existing guidelines are overly generic and do not 
adequately address the specific challenges 
posed by AI in different contexts [2,17,74]. 
Emerging trends advocate for the development 
of context-specific ethical guidelines tailored to 
the unique needs of various AI applications, such 
as those in healthcare and criminal justice, where 
ethical considerations are particularly sensitive 
[75,76]. These trends reveal the necessity for 
continuous ethical evaluation and adaptation to 
ensure that AI systems remain aligned with 
evolving societal values and expectations, and 
integrating ethical considerations into AI 
development is not merely a compliance exercise 
but a strategic approach to ensure AI systems 
contribute positively to societal progress. By 
fostering a culture of ethical responsibility, 
organizations can create AI systems that are 
trustworthy, reliable, and aligned with public 
expectations, which not only reduces the risk of 
misuse but also promotes the sustainable 
adoption of AI technologies [11,77].  

 

3. METHODOLOGY 
 
This study utilized a mixed-methods approach to investigate the relationship between AI automation 
levels, organization size, and AI adoption duration, using data from 384 respondents. Structured 
survey questionnaires captured information on AI implementation, organizational characteristics, and 
adoption duration. AI automation levels were measured on a Likert scale (Low = 1, Medium = 2, High 
= 3), while organization size (Small = 1, Medium = 2, Large = 3) and AI adoption duration (Less than 1 
year = 1, 1–3 years = 2, 3–5 years = 3, More than 5 years = 4) were recorded as categorical 
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variables. Descriptive statistics, including mean, standard deviation, skewness, and kurtosis, 
summarized the data: 
 

𝑀𝑒𝑎𝑛 =
∑𝑥

𝑛
 

 
Standard deviation was calculated to measure data dispersion: 
 

𝑆𝐷 =  √[
∑(𝑥ᵢ − �̄�)2

𝑛 − 1
] 

 
Skewness was calculated to assess the asymmetry of the distribution: 
 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =  [
𝑛

(𝑛 − 1)(𝑛 − 2)
] ∑ [

𝑥ᵢ − �̄�

𝑠
]

3

 

 
Kurtosis, measuring the tailedness of the distribution, was calculated as follows: 
 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =  [
𝑛(𝑛 + 1)

(𝑛 − 1)(𝑛 − 2)(𝑛 − 3)
] ∑ [

𝑥ᵢ − �̄�

𝑠
]

4

−  [
3(𝑛 − 1)2

(𝑛 − 2)(𝑛 − 3)
] 

 
Pearson’s correlation coefficient (r) was calculated to assess the linear relationships between AI 
automation, organization size, and AI adoption duration: 
 

𝑟 =
[𝑛(∑𝑥𝑦) − (∑𝑥)(∑𝑦)]

√[(𝑛∑𝑥2 − (∑𝑥)2)(𝑛∑𝑦2 − (∑𝑦)2)]
 

 
A multiple regression model was used to assess the effects of AI automation levels and organization 
size on error reduction and compliance improvement. The model is specified as: 
 

𝑌 = 𝛽0 + 𝛽1𝑋1
+ 𝛽2𝑋2

+ 𝜖 

 
Where Y is the dependent variable (error reduction or compliance improvement), 𝑋1 represents AI 

automation levels (Low, Medium, High), 𝑋2 denotes organization size (Small, Medium, Large), 𝛽1 and 

𝛽2 are the regression coefficients, and ϵ is the error term. 
 
This was followed by the use of Regression coefficients (𝛽1 and 𝛽2) calculated to indicate the change 
in the dependent variable for a one-unit change in the independent variables. These coefficients were 
derived by minimizing the sum of squared residuals using the formula: 
 

𝛽1 =  
∑(𝑥𝑖 − 𝑥ˉ)2 

∑(𝑥𝑖 − 𝑥ˉ)(𝑦𝑖 − 𝑦ˉ)
 

 
R-squared (R²) was calculated to determine the proportion of variance in the dependent variable 
explained by the independent variables using the formula: 
 

𝑅2 = 1 −
∑(𝑦𝑖 − 𝑦ˉ)2

∑(𝑦𝑖 − 𝑦)2
 

 
Structural equation modeling (SEM) was employed to evaluate both direct and indirect effects, 
treating human oversight and AI automation as latent variables while error reduction and compliance 
improvement were observed variables. The model also tested for moderation, where AI automation 
potentially influences the relationship between human oversight and organizational outcomes. 
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The direct effects of human oversight on the two outcomes were modeled using the following 
equations: 
 

𝐸𝑟𝑟𝑜𝑟𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 𝛽1(𝐻𝑢𝑚𝑎𝑛𝑂𝑣𝑒𝑟𝑠𝑖𝑔ℎ𝑡) + 𝜖1 

𝐶𝑜𝑚𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = 𝛽2(𝐻𝑢𝑚𝑎𝑛𝑂𝑣𝑒𝑟𝑠𝑖𝑔ℎ𝑡) + 𝜖2 

 
To account for moderation, interaction terms between AI automation and human oversight were 
included: 
 

𝐸𝑟𝑟𝑜𝑟𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 𝛽3(𝐴𝐼𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛) + 𝛽4(𝐻𝑢𝑚𝑎𝑛𝑂𝑣𝑒𝑟𝑠𝑖𝑔ℎ𝑡×𝐴𝐼𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛) + 𝜖3 

𝐶𝑜𝑚𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = 𝛽5(𝐴𝐼𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛) + 𝛽6(𝐻𝑢𝑚𝑎𝑛𝑂𝑣𝑒𝑟𝑠𝑖𝑔ℎ𝑡×𝐴𝐼𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛) + 𝜖4 

 
The coefficients 𝛽1 , 𝛽2 , 𝛽3 , 𝛽4 , 𝛽5 , and 𝛽6  represent the strength of the relationships between the 

variables, while 𝜖1, 𝜖2, 𝜖3, and 𝜖4 capture the variance not explained by the model. 
 

Model fit was assessed using several indices. The Chi-square statistic (χ²) was calculated to compare 
the observed and expected covariance matrices, with lower values indicating better fit. The Root 
Mean Square Error of Approximation (RMSEA) was calculated using the formula: 
 

𝑅𝑀𝑆𝐸𝐴 = √(
{{𝜒2 − 𝑑𝑓}} 

{𝑁 × 𝑑𝑓}
) 

 

Where χ² is the Chi-square value, df is the degrees of freedom, and N is the sample size. A value 
below 0.08 was considered acceptable. The Comparative Fit Index (CFI) was also used to measure 
model fit, with values greater than 0.90 indicating good fit. 
 
The qualitative component involved thematic 
extraction from case studies and industry reports, 
which were triangulated with the quantitative 
findings. This approach provided a 
comprehensive understanding of how AI 
automation and human oversight interact to 
influence organizational outcomes. 
 

4. RESULTS AND DISCUSSION 
 

A Pearson correlation analysis and descriptive 
statistics were conducted to assess the 
relationships between AI Automation Level, 
Organization Size, and AI Adoption Duration in 
the context of AI-powered information 
governance. The results, based on a sample of 
384 respondents, are presented in Tables 1 and 
2. 
 

As shown in Table 1, the mean AI Automation 
Level was 2.10 (SD = 0.75), indicating a 
moderate level of automation across 
organizations with relatively low variability. 

Organization Size had a mean of 1.90 (SD = 
0.82), suggesting that most organizations are 
small to mid-sized. 
 
AI Adoption Duration had a higher mean of 2.70 
(SD = 1.10), reflecting a broader range of 
adoption periods. The skewness and kurtosis 
values suggest that the distributions for these 
variables are fairly symmetrical and flat, without 
significant outliers. 
 
Table 2 presents the correlation matrix, which 
shows that AI Automation Level was positively 
correlated with Organization Size (r = 0.55, p < 
.01) and AI Adoption Duration (r = 0.62, p < .01). 
This indicates that larger organizations and those 
with longer AI adoption periods tend to have 
higher levels of automation. Additionally, 
Organization Size and AI Adoption Duration were 
moderately correlated (r = 0.48, p < .01), 
suggesting that larger organizations tend to have 
a longer history of AI adoption. 

 
Table 1. Descriptive statistics of AI automation level, organization size, and AI adoption 

duration 
 

Category Mean Standard Deviation Kurtosis Skewness 

AI Automation Level 2.10 0.75 -0.40 0.20 
Organization Size 1.90 0.82 -0.30 0.15 
AI Adoption Duration 2.70 1.10 0.10 -0.25 
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Fig. 1. Mean of AI Automation Level, Organization Size, and AI Adoption Duration 
 

 
 

Fig. 2. Kurtosis and Skewness of AI Automation Level, Organization Size, and AI Adoption 
Duration 

 

Table 2. Correlation Matrix for AI Automation Level, Organization Size, and AI Adoption 
Duration (N = 384) 

 

Variable AI Automation Level Organization Size AI Adoption Duration 

AI Automation Level 1.00 0.55 0.62 
Organization Size 0.55 1.00 0.48 
AI Adoption Duration 0.62 0.48 1.00 
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Fig. 3. Heatmap to show the Correlation result 
 

These findings support the study’s objective of 
assessing AI-powered information governance. 
The positive correlations suggest that larger 
organizations and those with longer AI adoption 
histories may have developed more advanced 
governance frameworks. 
 

Objectives 1: 
 

To evaluate the benefits and risks of AI 
automation in information governance, focusing 
on increased efficiency, cost savings, improved 
decision-making, and risks such as data quality 
issues, bias, and privacy concerns, two 
regression analyses were performed. 
 

The first regression model, shown in Table 3, 
assessed error reduction, with AI Automation 
(Medium) having a significant effect (β = 0.800, p 
< .001) and AI Automation (High) showing a 
stronger effect (β = 1.120, p < .001). 
Organization size also significantly influenced 
error reduction. 
 

The second regression model, detailed in Table 
4, focused on compliance improvement. Both AI 
Automation (Medium) (β = 0.700, p < .001) and 
AI Automation (High) (β = 1.050, p < .001) 
showed significant effects, along with 

organization size. These results highlight that AI 
automation and larger organization size 
contribute to both error reduction and compliance 
improvement, while acknowledging potential 
risks such as bias and data quality issues. 
 

Objectives 2: 
 

To identify critical factors for successful human-
AI collaboration in information governance, a 
Structural Equation Modeling (SEM) analysis 
was performed. As shown in Table 5, human 
oversight had significant positive effects on both 
error reduction (β = 0.65, p < .001) and 
compliance improvement (β = 0.72, p < .001). AI 
automation also had a significant impact on error 
reduction (β = 0.48, p < .001) and compliance 
improvement (β = 0.50, p < .001). 
 

Moderation effects revealed that the interaction 
between human oversight and AI automation 
further enhanced error reduction (β = 0.32, p < 
.001) and compliance improvement (β = 0.35, p 
< .001), emphasizing the value of combining 
human roles and AI capabilities in governance 
processes. The model fit indicators ((χ²) = 4.20, p 
= 0.12, RMSEA = 0.04, CFI = 0.96) indicate a 
strong model fit, confirming the robustness of the 
identified relationships. 
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Table 3. Regression for error reduction 
 

Variable Coefficient (β) Standard Error t-value p-value R² 

Intercept 1.150 0.250 4.60 < 0.001 
 

AI Automation (Medium) 0.800 0.180 4.44 < 0.001 
 

AI Automation (High) 1.120 0.190 5.89 < 0.001 
 

Organization Size (Medium) 0.570 0.160 3.56 < 0.001 
 

Organization Size (Large) 0.690 0.170 4.06 < 0.001 0.62 

 

 
 

Fig. 4. Coefficient Plot (for Regression Coefficients) 
 

Table 4. Regression for compliance improvement 
 

Variable Coefficient (β) Standard Error t-value p-value R² 

Intercept 1.250 0.240 5.21 < 0.001 
 

AI Automation (Medium) 0.700 0.190 3.68 < 0.001 
 

AI Automation (High) 1.050 0.200 5.25 < 0.001 
 

Organization Size (Medium) 0.640 0.170 3.76 < 0.001 
 

Organization Size (Large) 0.720 0.180 4.00 < 0.001 0.60 

 
These results suggest that effective collaboration 
between human oversight and AI automation, 
supported by clear roles and continuous training, 
is essential for improving governance outcomes 
in both error reduction and compliance. 
 

4.1 Thematic Analysis 
 

The thematic extraction from case studies and 
research articles (see Table 6) reveals key 

insights into AI automation and                        
governance, aligning with the study's             
objectives. AI automation enhances                  
productivity but requires explainable systems              
to build trust and transparency [7][9]. Human-              
AI collaboration improves compliance                        
and error reduction in    high-risk sectors [25,10], 
while in healthcare, ethical concerns such as 
data privacy and patient safety are critical 
[57][72]. 
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Fig. 5. Path Diagram (SEM Path Model) 
 

Table 5. SEM Results for Human-AI Collaboration on Error Reduction and Compliance 
Improvement 

 

Path Coefficient 
(β) 

Standard 
Error 

p-value 

Direct Effects 
   

Human Oversight → Error Reduction 0.65 0.12 < 0.001 
Human Oversight → Compliance Improvement 0.72 0.11 < 0.001 
AI Automation → Error Reduction 0.48 0.10 < 0.001 
AI Automation → Compliance Improvement 0.50 0.09 < 0.001 

Moderation/Mediation Effects 
   

Human Oversight × AI Automation → Error Reduction 0.32 0.08 < 0.001 
Human Oversight × AI Automation → Compliance 
Improvement 

0.35 0.07 < 0.001 

Model Fit Indicators 
   

Chi-Square (χ²) 4.20 df = 2 0.12 
Root Mean Square Error of Approximation (RMSEA) 0.04 

  

Comparative Fit Index (CFI) 0.96 
  

 
AI-driven risk management improves                     
decision-making but requires oversight to 
mitigate bias and legal risks [29,37,26]. 
Furthermore, organizational productivity                    
benefits significantly from AI automation, 
provided proper governance structures are in 
place [3,17,25]. Establishing AI                          
governance frameworks is essential for 
compliance and managing ethical risks 
[25,15,20]. Finally, human-AI interaction 
enhances user perception and compliance when 

decision control is integrated into the 
collaboration [7,69]. 
 

4.2 Triangulation Analysis 
 

The triangulation of quantitative and qualitative 
findings (see Table 7) demonstrates that AI 
automation significantly enhances error reduction 
(β = 1.12) and compliance improvement (β = 
1.05), especially when transparency is 
emphasized.  
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Fig. 6. Moderation Plot (Interaction Effects Plot) 
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Table 6. Thematic extraction from case studies and research articles 
 

Theme Description Source 

AI Automation and Transparency AI automation improves productivity but requires explainable systems to build trust and 
transparency. 

[9][7] 

Human-AI Collaboration in 
Compliance 

Effective collaboration between humans and AI reduces errors and enhances compliance in high-
risk sectors. 

[25][10] 

Ethical AI in Healthcare AI adoption in healthcare must address ethical concerns, including data privacy and patient safety. [57][72] 

AI and Risk Management AI-driven risk assessment transforms decision-making but requires oversight to mitigate bias and 
legal risks. 

[29][37][26] 

Impact of AI on Organizational 
Productivity 

AI automation leads to significant improvements in organizational productivity but is dependent on 
proper governance structures. 

[3][17][25] 

AI Governance and Ethical Standards Establishing clear AI governance frameworks is crucial for ensuring compliance and managing 
ethical risks. 

[25][15] 

AI in Risk and Decision-Making AI improves decision-making accuracy but requires clear governance to prevent misuse and ethical 
violations. 

[29][26] 

Human-AI Interaction for Improved 
Perception 

Explanations and decision control in human-AI collaboration improve user perceptions and 
compliance. 

[7][69] 

 
Table 7. Concise triangulation of quantitative and qualitative findings 

 

Quantitative Finding Qualitative Theme Combined Insight 

Strong positive effect of AI automation on error 
reduction (β = 1.12) and compliance improvement (β = 
1.05). 

AI automation improves productivity 
with transparency. 

AI automation enhances outcomes when transparency 
and explainability are prioritized. 

Human oversight positively impacts error reduction (β = 
0.65) and compliance improvement (β = 0.72). 

Human-AI collaboration reduces 
errors and enhances compliance. 

Human oversight is critical to maximizing the benefits 
of AI automation in high-risk environments. 

AI automation moderates the relationship between 
human oversight and compliance (β = 0.35). 

AI and governance structures must 
work together to prevent risks. 

Combining AI with human oversight ensures 
governance and mitigates risks like bias and ethical 
issues. 
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Human oversight also plays a key role in 
improving both error reduction (β = 0.65) and 
compliance (β = 0.72), aligning with themes of 
human-AI collaboration. The combined insight 
shows that integrating AI with human oversight 
strengthens governance and mitigates risks such 
as bias and ethical concerns. 
 

4.3 Discussion 
 

This study shows that there is an intricate 
relationship between AI automation and human 
oversight within the context of information 
governance. The analysis reveals that 
organizations with higher levels of AI automation, 
larger sizes, and longer AI adoption durations 
have more advanced information governance 
frameworks. This aligns with the literature, as 
Olateju et al. [9] highlights that AI tools enhance 
data management, regulatory compliance, and 
proactive threat detection. However, consistent 
with the challenges identified by Wirtz et al. [3], 
issues related to data quality, regulatory 
adaptation, and the integration of human 
oversight remain critical to fully realizing the 
benefits of AI. 
 

The positive correlation between AI automation 
level, organization size, and AI adoption duration 
provides significant insight into the scalability of 
AI-driven solutions. Specifically, the study found 
a strong positive correlation between AI 
automation level and organization size (r = 0.55, 
p < .01), as well as between AI automation and 
AI adoption duration (r = 0.62, p < .01). This 
suggests that larger organizations and those with 
longer AI adoption periods tend to have higher 
levels of automation. These findings support the 
view of Sarker [8], who asserts that organizations 
with established governance practices are better 
equipped to implement AI-driven solutions 
effectively. 
 
Regression analysis further substantiates the 
study’s claim that AI automation contributes to 
both error reduction and compliance 
improvement. For instance, high levels of AI 
automation had a significant effect on error 
reduction (β = 1.12, p < .001) and compliance 
improvement (β = 1.05, p < .001), indicating that 
as organizations increase automation, they see 
substantial improvements in governance 
outcomes. This is consistent with Blackett [23], 
who highlights that AI can enhance 
organizational efficiency by up to 40%, yet these 
benefits are accompanied by risks related to data 
quality and bias, which must be managed 
carefully. 

The study also emphasizes the importance of 
human oversight in improving governance 
outcomes. The Structural Equation Modeling 
(SEM) analysis demonstrated that human 
oversight positively impacts error reduction (β = 
0.65, p < .001) and compliance improvement (β 
= 0.72, p < .001). The interaction between 
human oversight and AI automation further 
enhances these governance outcomes, as 
shown by significant moderation effects on both 
error reduction (β = 0.32, p < .001) and 
compliance improvement (β = 0.35, p < .001). 
These findings are consistent with the arguments 
presented by Diaz-Rodriguez et al. [2], who 
emphasize that human judgment is critical for 
interpreting AI-generated insights, especially in 
ethically sensitive situations. 
 
Transparency in AI decision-making processes 
also plays a crucial role in fostering trust and 
improving governance outcomes. The study 
shows that transparency in AI systems is 
necessary to build stakeholder confidence, 
particularly in high-risk sectors such as financial 
services and healthcare. This aligns with the 
work of Hassija et al. [37], who argue that 
explainable AI is essential for ensuring that 
stakeholders can understand and trust AI-driven 
decisions. Additionally, the study’s thematic 
analysis confirms that human-AI collaboration 
improves compliance and error reduction in 
these high-risk environments, as previously 
noted by Papagiannidis et al. [25]. 
 
Although AI automation enhances productivity 
and efficiency, the study highlights several risks, 
including potential biases in AI algorithms and 
concerns over data privacy. Ferrara [28] and 
Kumar et al. [14] stress that the quality of data 
used in AI systems is paramount, as inaccurate 
or biased data can lead to flawed decision-
making processes. The incidents highlighted, 
such as the SolarWinds hack and the Cambridge 
Analytica scandal, further underscore the risks 
associated with poorly governed AI systems. 
Diaz-Rodriguez et al. [2] argue that human 
oversight is essential in preventing such risks 
and ensuring responsible AI deployment. 
 

5. CONCLUSION AND RECOMMENDA-
TION 

 
The study demonstrates that AI automation 
significantly enhances organizational 
productivity, efficiency, and compliance, 
particularly in larger organizations with longer AI 
adoption periods. However, these benefits must 
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be carefully balanced with human oversight to 
address risks associated with data quality, bias, 
and privacy. Human oversight, in combination 
with AI automation, improves error reduction and 
compliance, highlighting the necessity of 
transparent decision-making processes to build 
trust in AI-driven systems. The findings 
emphasize the need for robust governance 
frameworks that incorporate both the strengths of 
AI and the ethical, strategic judgment of human 
operators. 
 
Organizations seeking to implement AI-powered 
information governance should prioritize the 
following recommendations: 
 

1. Establish clear guidelines for human 
oversight, ensuring that AI systems are 
supplemented by human judgment in 
areas requiring ethical considerations and 
strategic decision-making. 

2. Develop and implement transparent AI 
governance frameworks, including 
explainable AI models, to foster trust and 
accountability among stakeholders. 

3. Invest in continuous training programs for 
employees to enhance their ability to 
collaborate with AI systems, while also 
keeping AI systems updated to mitigate 
biases and improve reliability. 

4. Regularly audit AI-driven processes to 
monitor data quality, compliance, and bias, 
and adapt governance frameworks in 
response to evolving regulatory standards 
and technological advancements. 
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